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扩展形式博弈

本节内容

1 扩展形式博弈

2 序贯均衡

3 经典的例子

4 常用的精炼模式
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扩展形式博弈

扩展形式博弈的正式描述

参与者集合 N；行动集合 A

节点集 (历史集，树) H 满足：(i)有一个初始点 h0；(ii) H \ {h0}中的节点形如
h � (a1 , . . . , ak)，即历史行动决定当前节点；(iii)若 (a1 , . . . , ak) ∈ H \ {h0}，则
(a1 , . . . , ak−1) ∈ H \ {h0}，即当前节点有唯一的前一步节点
自然 (nature)在初始点 h0从 A(h0) ⊂ A中按分布 π随机的选择一个行动 a1博

弈终点集为 E

对决策节点集 H \ (E ∪ {h0})中每一点 h，指定一个参与者 ι(h)做出决策
决策节点集划分为一组互不相交的信息集；每个信息集 I 满足：若 h , h′ ∈ I 则
有 ι(h) � ι(h′)且 A(h) � A(h′)
参与者 i 有终点效用函数 ui : E → R
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扩展形式博弈

信息集与参与者策略

把信息集 I 对应的参与者记为 ι(I)；ι(I)知道他处于 I 包含的某一节点 h中，并
且需要从行动集 A(h)中做出选择
参与者 i 的纯策略：在每一个需要其决策的信息集上选择一个相应的行动；相
应的可定义混合策略

所有参与者的策略 σ � (σ1 , . . . , σN)共同决定了 (部分) H 以及 (部分) E上的一
个概率分布；按照这个分布可以计算各参与者的期望效用 Eσui

如果所有的信息集都是单点集 (singleton)，那么称这个博弈为完美信息 (perfect
information)博弈；除此之外，称为不完美信息 (imperfect information)博弈
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扩展形式博弈

倒向归纳和子博弈 Nash均衡

对于完美信息博弈，可以使用倒向归纳法 (backward induction)获得一个解，
并且这个解是 Nash均衡

例子：Stackelberg博弈

对于特定的不完美信息博弈，仍可使用“倒推”的思想

如果一个信息集 h是单点集，且其后节点所在的信息集中所有节点均源自 h，
则从 h 开始的博弈称为子博弈 (subgame)

子博弈完美 (subgame perfect) Nash均衡：限制在所有子博弈上仍然构成
Nash均衡的策略组
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扩展形式博弈

倒推法可能产生反直觉结果

考虑下面的“蜈蚣”博弈 (centipede game；参见 Rosenthal 1981 JET)：

1 R

D

(1,1)

2 R

D

(0,3)

1 R

D

(2,2)

2 R

D

(1,4)

1 R

D

(98,98)

2 R

D

(97,100)

1 R

D

(99,99)

2 R (100,100)
D

(98,101)

黑色节点上方 1、2表示第一、二参与者，括号里前一数字表示 1的收益，后一数字
表示 2的收益；这个博弈中两人轮流行动，从 1开始，分别选择向右继续 (R)还是
向下停止 (D)，一共进行 200轮：如果某人选择继续而下一轮中对方选择停止，那么
前一个人会损失 1单位收益而后一个人会增加 2单位收益，以此类推
唯一 Nash均衡违反直觉，不“合理”
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序贯均衡

本节内容

1 扩展形式博弈

2 序贯均衡

3 经典的例子

4 常用的精炼模式
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序贯均衡

信念系统 (belief system)

当一个信息集 I 包含多于一个节点时，该信息集的决策者需要形成一个关于其
所处节点的 (条件)概率分布 µ(h), h ∈ I，才能计算其在该节点所做决策的期望
效用

所有参与者持有相同的信念系统 µ

这样的分布 µ称为一个信念系统；µ与 σ共同确定了整个博弈树上达到各个节

点的概率分布，进而对每个参与者可以计算期望效用 Eµ,σui
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序贯均衡

序贯理性 (sequential rationality)

序贯理性要求给定所有对手的策略选择 σ−i 和信念系统 µ，参与者 i的策略选
择 σi 需要在所有 i做决策的信息集上都是最优的

简言之，序贯理性要求每一轮决策时所选策略都是给定所处状态下最优

子博弈完美 Nash均衡 (SPNE)即满足序贯理性

由于引入了 µ，序贯理性的适用范围比 (SPNE)要广
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序贯均衡

序贯理性的例子 1

870 D. M. KREPS AND R. WILSON 

criterion can be applied (in Figure 2, to the subgame with root x). (In Selten [14], 
nature's moves are not all put at the beginning of the tree T. This gives him 
"'more" proper subgames and, correspondingly, more applications for the crite- 
rion above. The difference is insignificant. We have put nature's moves at the 
beginning of the tree for convenience only-nothing in the analysis changes if 
this is relaxed. We could also remedy matters by calling a subform T proper if 
there is a unique probability distribution p on W such that p(w)P[W] = 

for all w E W-then this p is the natural candidate for the initial assessment.) 
And it is a natural restriction for any "agreed-upon" behavior-otherwise the 
agreement would not hold up if the subgame were reached. Accordingly some 
player might defect from the agreement and cause the subgame to be reached, 
anticipating a breakdown of the agreement favorable to himself. 

4. BELIEFS AND SEQUENTIAL RATIONALITY 

Selten has gone on to observe that the intuitive motivation for the subgame 
perfection criterion can be applied to games that lack proper subgames. This is 
illustrated by the game depicted in Figure 3, taken from [15, Section 6]. One 
Nash equilibrium for this game has player 1 choosing D, player 2 choosing a, 
and player 3 choosing 1. This equilibrium is subgame perfect, as the only proper 
subgame here is the game itself. But, as Selten argues, this equilibrium is not 
sensible. The behavior of player 2 is hard to justify, if it is supposed that 3 will 
choose 1. Note that player 2's information set is a singleton, and therefore there is 
no difficulty in taking the other players' strategies as given and asking: If this 
node is reached, then what action is optimal for 2? That is, the conditional 
expected payoff to 2 on reaching x is calculable from the strategies of the other 
players. Given the supposed behavior of 3, 2 prefers to choose d. (The reader can 
verify that if 1 realizes this, then 1 would optimally choose A instead of D, 
thereby upsetting the equilibrium. The only "sensible" equilibrium in this game 
has 1 choosing A, 2 choosing a, and 3 choosing r with probability at least 3/4.) 

The subgame perfection criterion, as formally defined, fails in this example, 
because there is not a proper subgame starting from the node x-player 3 is 
unable to compute his expected utility in this subgame. But because this 
information set for 2 is a singleton, we can compute expected utility for 2 

1 A x 2 a 1 

lD |d 

* 3 -3 

3 0 4 0 
2 0 4 0 
2 0 0 1 

FIGURE 3. 

策略组 (D , a , ℓ)是一个 Nash均衡，但并不“合理”：SPNE不适用于这个均衡，但
序贯理性可以：给定 1和 3的策略，2在其信息集 (单点集 {x})会选择 d
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序贯均衡

序贯理性的例子 2 SEQUENTIAL EQUILIBRIA 871 

1 A O 

L \ 2 

2 -1 1 -2 
1 -1 1 0 

FIGURE 4. 

conditional on hitting this information set, and this is enough to reject the 
supposed equilibrium. A corresponding general criterion can be formulated as 
follows: A strategy 7T should be such that for any information set h that is a 
singleton, player t(h) should not be able to change his strategy unilaterally and 
thereby improve this expected utility starting from h. 

The restriction of this criterion to singleton information sets h is necessary 
mathematically, so that player t(h)'s expected utility starting from h can be 
calculated. But it does limit the applicability of the criterion. Consider the game 
depicted in Figure 4. A Nash equilibrium for this game has 1 choosing A, and 2 
choosing r. This strategy is subgame perfect, and it satisfies the further criterion 
given above. But if 1 gives the move to 2, then regardless of what 2 thinks the 
chances are that he is at one node or the other in his information set, 2 will do 
better by choosing 1. And if 1 realizes this and concludes that 2 will choose 1, 
then 1 will optimally pick L. 

We are unable to apply the subgame perfection criterion or the other criterion 
above for technical reasons: The strategy w does not provide sufficient informa- 
tion to compute player 2's expected payoff conditional on reaching his informa- 
tion set. But if 2 is rational in the sense of Savage [131-when faced with a choice 
2 makes some assessment about what 1 did that is consistent with what 2 knows, 
and then optimizes accordingly-then 2 will choose 1. This is the substance of 
sequential rationality: The strategy of each player starting from each information 
set must be optimal starting from there according to some assessment over the 
nodes in the information set and the strategies of everyone else. 

To formalize this, as part of the description of an equilibrium we specify for 
each information set h the assessment made by player t(h) over the nodes in h if 
h is reached. A system of beliefs is defined as a function jt: X -> [0, 1] such that 
Exeh A (x) = 1 for each h E H. Interpret jt(x) as the probability assigned by t(h) 
to x E h if h is reached. An assessment is a pair (i, 7T) consisting of a system of 
beliefs y and a strategy 7T. Given an assessment (j, 7T), for each h E H we can 
define "conditional" probability P,'y(. I h) over Z in the obvious fashion: 

If z X Z(h), then P,'T(z I h) = 0. 

If z E Z(h), say pn(z) E h, 

n 
then P ,7' (z I h) = y (Pn (z)) I 71 (a(Pm -I (z))) 

m= 1 

策略组 (A, r)是一个 Nash均衡，但并不“合理”：序贯理性在 1的单点信息集得到
满足；而对任意信念 µ (关于 2的信息集 {L, R})，2的序贯理性没有满足；合理的均
衡应该是 (L, ℓ)
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序贯均衡

信念系统的确定

给定一个策略组 σ，如果到达一个信息集 I 的概率是正的，那么对这个信息集
信念 (概率分布)可以通过 Bayes法则来计算：

µ(h) � Pr(h |σ)∑
h′∈I Pr(h′ |σ) ,

其中
∑

h′ Pr(h′ |σ) > 0

问题：如果给定的策略组 σ下到达某个信息集的概率是 0，如何确定该信息集
的信念系统？

Kreps & Wilson的解决方案：信念系统要满足一致性 (consistency)

刘岩·武大金融 第 6讲：不完美信息扩展博弈 第 12 / 28页



.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

序贯均衡

一致评估与序贯均衡

二元组合 (µ, σ)称为一个评估 (assessment)

称 σ为一个完全混合 (totally mixed)策略组，如果每个参与者在每个信息集选
择每个备选行动的概率都是正的；完全混合策略组通过 Bayes法则确定了一个
明确的信念系统

(µ, σ)称为一致 (consistent)评估，如果存在完全混合策略策略的序列 σn，及其

确定的信念系统序列 µn，使得

lim
n→∞

(µn , σn) � (µ, σ).

序贯均衡 (sequential equilibrium)

称 (µ, σ)为一个序贯均衡，如果该评估是一致的并且满足序贯理性
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序贯均衡

一致性对信念系统的限制：例 1SEQUENTIAL EQUILIBRIA 873 

t(1) (1) t 
1 /31 O_ 1 ----o 12/3 

D|(O) (0) |D 
2 

FIGURE 5. 

defined from 7T by Bayes' rule whenever possible: 

(5.1) pt(x)PT(H(x)) = PT(x). 

Note that, since p is used to define P"T, consistency with p is embodied in this 
definition. This very basic criterion is clearly implied by ([t, w) CE I. 

This uniquely defines jt(x) for any x such that P'(H(x)) > 0. What happens 
when a player reaches an information set h with P'(h) = O? It is plausible to 
suppose that the player will construct some hypothesis as to how the game has 
been played, in the form of a strategy 7T' that satisfies P"'(h) > 0 and then use 7T' 
and Bayes' rule to compute jt(x) for x E h. This procedure limits the possible 
beliefs of a player. For example, in the part of a game depicted in Figure 5, 
player 2's beliefs in his information set must attach probability 1/3 to the 
left-hand node. This is because player 1 cannot distinguish between the two 
nodes in his information set, so any strategy he could hypothesize that gives 2's 
information set positive probability must (by Bayes' rule) preserve the initial 
probability assessment. That is, simply assuming that the players' beliefs always 
respect the informational structure of the game constrains players' beliefs. 
Formally: 

(5.2) ( j, 7T) is structurally consistent if for each h E H there exists some 

strategy 7T' E 11 such that P`'(h) > 0 and jt(x) = P`'(x)/Pv'(h) 

for all x E h. 

If ( , 7T) E 17, then ( j, 7T) is structurally consistent. (A direct proof is easy.) 
One can carry this "alternative hypothesis" story a step further. Fix a player i. 

His "primary hypothesis" as to how the game will be played is TT, and if his 
beliefs obey (5.1), then he applies 7T to compute y whenever possible. We might 
assume that when w does not apply-when he comes to an information set h with 
P'(h) = 0-then he has a "second most likely hypothesis" 7T(2) that he attempts 
to apply. If that fails, he tries his "third most likely hypothesis" 7T(3), and so on. 
Formally, we suppose that each player i has a finite sequence of hypotheses 
7T(1) = 7T, 7T(2), 7T(3), . .. , 7T(K), where for each h E H', p,(k) (h) > 0 for some 
k < K, and that jt(x) for x E h is computed using Bayes' rule applied to that 
7T(k) of lowest index k that satisfies pv(k) (h) > 0. The force in this is that the 
sequence of "alternative hypotheses" is independent of h-7T(2) is the player's 
second most likely hypothesis for all h E H'. A further strengthening of this 

信念系统在 2的信息集必须保证 µ(left) � 1/3
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序贯均衡

一致性对信念系统的限制：例 2

874 D. M. KREPS AND R. WILSON 

requires that all players use the same finite sequence g(1) = w, g(2), . ... ,(K). 
This requirement is in the spirit of the "common knowledge" hypothesis of Nash 
equilibrium-if there are rational secondary hypotheses, they should be unani- 
mously held, just as is the primary hypothesis w. We call this strengthened 
consistency criterion lexicographic consistency. 

A comparison of lexicographic consistency and our original definition of 
consistency is made easy by the following result. Let A\ be the set of all 
probability measures on Z of the form P' for 7T E LI. 

LEMMA 1: A sufficient condition for ( ,u, 7T) to satisfy lexicographic consistency is 
that there exists a sequence of probability measures {Pn)} C A such that limnPn 
= P' and, for each x, ,u(x) = lim,,Pn (x)/Pf (H(x)). 

The proof is left to the reader. (The methods used in the Appendix to prove 
Lemma A2 are easily adapted to this case.) The criterion embodied in this lemma 
is a bit stronger than lexicographic consistency, and the analogous criterion that 
is equivalent to lexicographic consistency is a bit cumbersome. (Essentially, one 
must allow P,n that are in the convex hull of A, and that are asymptotically 
"close" to A\.) But since this criterion is clearly implied by our original definition 
of consistency, we see that lexicographic consistency is subsumed by that 
definition. 

Consideration of some examples motivates further restrictions. Consider, for 
example, the part of an extensive game (with strategies and beliefs) that is 
depicted in Figure 6. (Beliefs are depicted in square brackets, and strategies in 
parentheses.) In particular, compare player 2's beliefs in his two information sets. 
We claim that these beliefs are inconsistent with each other and with player 3's 
strategy. For if player 2 reaches his first information set and adopts the beliefs 
shown, then he expects (given 3's strategy) to reach his second information set. 
And if he uses Bayes' rule starting from his first information set together with 3's 
strategy in order to obtain his beliefs in the second, he would not come up with 
the beliefs shown. This does not violate Bayesian or lexicographic consistency; 
for the latter, the "secondary hypothesis" 7T(2) simply has both players 1 and 3 
changing their strategy. In this instance, what is wanted is an extension of Bayes' 
rule. For a single player, this might be formulated as: 

(5.3) Py T(x' I h) = A (x')P ', (h' I h) 

for all h, h', and x' such that t(h) = t(h'), h -< h', and x' E h'. 

(0) 191 (1) 2 

(1) (0 (1) ( o) l 0 -) 

(0) r.n] [11 

FIGURE 6. 

信念系统在 2的最后一个信息集不满足一致性；给定 3的策略，2在其两个后续信
息集上的信念应该保持一致
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序贯均衡

一致性对信念系统的限制：例 3

SEQUENTIAL EQUILIBRIA 875 

In words, starting from any information set, a player uses his beliefs at that point 
together with g and Bayes' rule to compute subsequent beliefs when possible. 
The key here is the continued use of g after an initial defection. The philosophy 
behind this is that the strategy -r at an information set h should encode the 
players' conjectures concerning what will happen if h is reached. If h is reached 
only by a defection, then g at h should encode what will subsequently happen, 
conditional on that initial defection. A first defection does not make a second 
more likely; correlation in defections are (partially) ruled out. 

A referee has suggested an extension to (5.3), following the principle that 
rational beliefs should be common knowledge and thus commonly shared. If one 
accepts this, then in the spirit of (5.3) we could remove the restriction that 
l(h) = t(h') as follows: 

(5.4) P ' (x' I h) ,u(x) = P IT(x I h) ,u(x') 

for all h, h', x, and x' such that x, x' E/ h' and x, x' E S(h). 

(The motivation for this will become clear if the reader draws the picture entailed 
and re-expresses the equation in ratio form.) One special case implied by (5.4) 
deserves mention. This is where h in (5.4) is a singleton set. For this case (5.4) can 
be paraphrased: Players use Bayes' rule applied to g in any proper subgames that 
arise. Of course, (5.4) implies (5.3) (sum over x E h'), and both are implied by 
our general consistency condition. 

Consider lastly the piece of the extensive game given in Figure 7. Player 3's 
beliefs are explicable as follows. Upon unexpectedly reaching his information set, 
he reconstructs the play of the game as follows: 1 changed his strategy to .9 for 
the upper branch, and 2 changed his to give positive probability to a move to the 
right. With this as gi(2), these beliefs are lexicographically consistent. And it is 
easy to verify that (5.4) is satisfied. But are 3's beliefs reasonable? If one grants 
the principle that defections from the equilibrium strategy ought to be uncorre- 
lated-that given that 2 has defected (which he surely must have, given that 3's 
information set has been reached), the most likely (in a lexicographic sense) 
hypothesis is that 1 continues to play according to n-then the answer is no. 
Player 3 should give more credence to the hypothesis that only player 2 defected, 
and he should therefore have beliefs .1 at the top-most node. (This example 
becomes even more stark if we suppose that players 2 and 3 are the same. Then 
the defection by 2 is known to 3-should this player revise his assessments as to 
what 1 did because he himself defected?) 

(1) [.11 

o 2 3 
(9)~ ~~(0 

(1) [U 7. 
FIGURE 7. 

信念系统在 3的信息集不满足一致性；3的信念需要与 1的策略相一致
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经典的例子

本节内容

1 扩展形式博弈

2 序贯均衡

3 经典的例子

4 常用的精炼模式
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经典的例子

Cho-Kreps的例子：基本设定

两人早点铺决斗博弈

有两个参与者 A和 B

A可能属于两种类型 (type)中的一种：软弱 (wimpish)或好斗 (surly)；自然
(nature)在博弈一开始随机决定 A的类型，Pr(ts) � 0.9

博弈开始时 A就知道自己到底是哪一类；A需要选择吃蛋饼 (quiche)还是喝啤
酒 (beer)

A吃完早饭就碰上 B；B能观察到 A早餐吃了什么，但不知道 A是什么类型，
只知道类型的分布

B选择要不要和 A决斗；博弈结束
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经典的例子

对应的博弈树

SIGNALING GAMES AND STABLE EQUILIBRIA 183 

lyzed the same basic problem as do we, arriving at very similar 
answers. We have benefited from seeing their results, and we have, 
for completeness, related their criteria of divinity and universal 
divinity to our approach. They should be given all the credit for 
those two criteria, and (at least) equal credit for other results that 
appear in both papers. The reader will benefit from reading their 
treatment of these issues. Also, we are greatly indebted to Kohlberg 
and Mertens [1986] for many of the ideas here. In particular, they 
are responsible for the "never a weak best response" criterion that 
dominates our mathematical analysis. 

Because our focus here is on simple signaling games, many 
interesting questions that arise in games with a richer dynamic 
structure are moot. Cho [1986, forthcoming] presents an analysis of 
some of our ideas, adapted to more interesting games. McLennan 
[1985] also deals with general extensive games. 

II. A SIMPLE EXAMPLE 

The basic ideas in this paper are illustrated by the following 
simple game. The reader should refer to Figure I throughout. 

We tell the story of a two-player game with incomplete infor- 
mation concerning one of the two. The first player is called A, and A 
either is a wimp or is surly. Nature has selected the disposition of A, 
with probability 0.9 that the A selected is surly. In terms of Figure I, 
nature has chosen to start the game at one of the two open dots 
labeled tw (for the wimp) and t, (for the surly type of A). The prior 

beer tw quiche 

0~~~~~~~~ 
,, :'v - {.1} IIQ04 

beer ts quiche I 

G{R9} I 

FIGURE I 2× 1向量里的第一个份量表示 A的收益；这个博弈可以看做是一个不完美信息博弈

刘岩·武大金融 第 6讲：不完美信息扩展博弈 第 19 / 28页



.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

经典的例子

进一步的解释

A从不同早点得到的收益取决于他的类型：如果 A是软弱型，那他偏好蛋饼 (1
单位收益增量)；若否，则偏好啤酒 (1单位收益增量)

A的收益还取决于 B是否选择决斗：不决斗会给 A带来 2单位的收益增量

B决斗的收益取决于 A的类型：只有当 A是软弱型时，B才会偏好决斗

当参与者的收益取决于参与者的类型时，称为不完全信息 (incomplete
information)博弈；通常还假定类型的分布是公共知识 (common knowledge：
我知道 E，我知道你知道 E，我知道你知道我知道 E)
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经典的例子

两类序贯均衡

第一类：tw , ts 都选择啤酒，B选择不决斗；如果 A选择了蛋饼，那么 B认为 A
是 tw 的概率 (后验信念，posterior belief) µw ≥ 0.5，并以超过 50%的概率选择
决斗

蛋饼被看作软弱型的信号 (signal)；这样的博弈也称为信号博弈 (signaling game)

第二类：tw , ts 都选择蛋饼，B选择不决斗；如果 A选择了啤酒，那么 B认为 A
是 tw 的概率 (后验信念，posterior belief) µw ≥ 0.5，超过 50%的概率选择决斗

两类均衡的策略都可以包括混合策略，但均衡结果 (equilibrium outcome)都是
确定的；两类均衡也都涉及均衡外信念 (out-of-equilibrium belief)

这类博弈均衡的多重性跟均衡外信念紧密联系
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经典的例子

第二类均衡的问题

第二类均衡中 B的均衡外信念不是非常“合理”

在这类“蛋饼”均衡中，软弱型的 A的均衡收益为 3；但如果这类 A选择了啤
酒做早餐，那么他最多可以得到的收益只有 2

而好斗型的 A有可能通过选择啤酒做早餐得到更高的收益 3，若此时 B也选择
不决斗

因此，如果 B看到 A的变卦 (defect：从蛋饼到啤酒)，那么 B应该排除是 tw 型

的可能，即 µs � 1，如此，B不会选择决斗；但如果好斗型的 A意识到这个逻
辑的话，那么 ts 不应该选择蛋饼，而是啤酒
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经典的例子

回到第一类均衡

可以对“啤酒”均衡进行同样的论证

好斗型的 A是不会变卦的，只有软弱型的 A可能变卦；但如此一来，B会知道
变卦吃蛋饼的肯定是 tw，所以一定选择决斗

软弱型预见到 B的反应后会发现变卦是无益的

这不但没有排除“啤酒”均衡而且还增强了
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常用的精炼模式

本节内容

1 扩展形式博弈

2 序贯均衡

3 经典的例子

4 常用的精炼模式
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常用的精炼模式

精炼模式

早餐决斗博弈中，我们论述了备选均衡中哪些“不合理”的，而选择出“合理”

的

这样的选择过程称为均衡的精炼 (equilibrium refinement)，使用的论证模式称
为精炼模式 (refinement scheme)

同时可以见到，对序贯均衡的精炼主要是对均衡外信念的精炼：不“合理”的

均衡实质是不“合理”的均衡外信念

文献中有很多种精炼模式，我们举例说明两种最常用模式：占优准则

(dominance criterion)和均衡占优准则 (equilibrium dominance criterion)；后
者更常称为直观准则 (intuitive criterion)
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常用的精炼模式

占优准则的例子200 QUARTERLY JOURNAL OF ECONOMICS 

0~~~ 1.1 1 r2 (r) 
m t2 ~ ,M( 

(o) { ~~1 } r2 (-) 

FIGURE III 

the m' information set must put weight 0.5 or more on A being type 
t2. But for type t2, m dominates m'. So, by any of the tests 
constructed from the dominance criterion above, we can prune the 
type-message pair (t2,m') from the game. In the game that is left, B 
must respond to m' with r2. This causes the equilibrium outcome to 
fail the test, using either Step 2 or 2A, since this response causes t1 
to defect. 

The game in normal form is given in Table I. (Note that the 
prior enters into the expected payoff calculations.) We leave to the 
reader the simple task of verifying that the equilibrium in which A 
chooses m regardless of type and B responds to m' with r1 is indeed 
proper. (Moreover, it is easily shown to be perfect in the agent 
normal form.) 

This example can be used to make another point, concerning 
properness for signaling games. (The material in this paragraph is a 
bit esoteric, and it may be skipped without loss of comprehension of 
most of the rest of the paper.) Consider changing the prior on A's 
type, from 0.9 that A is t1 to 0.9 that A is t2. Since, to support the m 
equilibrium outcome, it is necessary that B "assess" high posterior 

TABLE I 
GAME OF FIGURE III IN NORMAL FORM 

Response 

ri r2 

Message if 
tl t2 

m m 0,0 0,0 
m m -0.1, 0.1 -0.1, 0 
m' m -0.9,0 0.9, 0.9 
m' m' -1, 0.1 0.8,0.9 

备选均衡：A选择 m，若 A选 m′则 B以超过 0.5的概率选 r1且信念 µ(t2) ≥ 0.5；
占优准则可以排除这样的均衡外信念：m′是 t2的被占优 (dominated)策略
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常用的精炼模式

均衡占优

早餐决斗中“蛋饼”均衡的排除就是直观准则的应用

特别地，给定一个均衡：(i)我们通过对比某个类型的信息发送者 (sender)的均
衡收益和其变卦后能够得到的收益，来确定均衡外信念的形式；(ii)在此基础
上，如果有别的类型的发送者会选择偏离均衡策略的话，那么称这个均衡无法

通过直观准则

在 (i)中确定变卦后发送者的收益时需要考虑到信息接收者 (receiver)也有自己
的最优反应 (best response)：排除接受者选择被占优 (dominated)策略的可能
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常用的精炼模式

均衡占优的例子：接收者的反应

186 QUARTERLY JOURNAL OFECONOMICS 

A must be surly, and B would not duel. If the surly A realizes all this, 
he knows that he can have his beer and safely anticipate no duel. 
This breaks the second equilibrium. 

The first equilibrium is unbroken by such considerations. 
There it is quiche that is the out-of-equilibrium meal. The surly A 
has no reason to defect (getting 3 in equilibrium, and getting a 
maximum of 2 if he has quiche), whereas the wimp could conceiv- 
ably gain by a defection. So, in the spirit of the previous paragraph, 
we would say that B should rule out the possibility that it is the 
surly A that is sending the out-of-equilibrium message. This causes 
B, in the event of receiving that message, to hold a "posterior" 
assessment that he faces a wimp, which in turn causes him to choose 
to duel. But this supports the equilibrium outcome we have 
described. 

To take the argument a level further, consider the variation in 
Figure II. Here we have given B three options: to duel; to walk away; 
to give A $1,000,000. This third option does not affect the set of 
equilibria, since giving away the million is always a dominated 
strategy for B. But this third option does ruin the specific argument 
we gave against the "quiche for breakfast" equilibria. We said 
before that B should discount the possibility that an out-of- 
equilibrium breakfast of beer comes from the wimpish A, since this 
type of A could conceivably benefit from this defection, relative to 

/20 don't beer tw quiche d . don't '30 

?24 TV ?~~~{.1} I7 ? 0 I 

(1000002 ) 1 I 
's( 1000003 

-999999 1000000 
I0 1 

/3) don' I beer t. quiche on't 12\ 

1000003) H L' (1000002) 
(-1000000 999999 

FIGURE II 

排除 B的被占优选择“给 A 100万”，就可以使用直观准则
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