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Summary: Triple difference has become a widely used estimator in empirical work. A close
reading of articles in top economics journals reveals that the use of the estimator to a large
extent rests on intuition. The identifying assumptions are neither formally derived nor generally
agreed on. We give a complete presentation of the triple difference estimator, and show that even
though the estimator can be computed as the difference between two difference-in-differences
estimators, it does not require two parallel trend assumptions to have a causal interpretation.
The reason is that the difference between two biased difference-in-differences estimators will
be unbiased as long as the bias is the same in both estimators. This requires only one parallel
trend assumption to hold.
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1. INTRODUCTION

The triple difference estimator is widely used, either under the name ‘triple difference’ (TD)
or the name ‘difference-in-difference-in-differences’ (DDD), or with minor variations of these
spellings. Triple difference is an extension of double differences and was introduced by Gruber
(1994). Even though Gruber’s paper is well cited, very few modern users of triple difference
credit him for his methodological contribution. One reason may be that the properties of the triple
difference estimator are considered obvious. Another reason may be that triple difference was
little more than a curiosity in the first ten years after Gruber’s paper. On Google Scholar, the
annual number of references to triple difference did not pass one hundred until year 2007. Since
then, the use of the estimator has grown rapidly and reached 928 unique works referencing it in
the year 2017.1

Looking only at the core economics journals American Economic Review (AER), Journal of
Political Economy (JPE), and Quarterly Journal of Economics (QJE), we have found 32 articles
using triple difference between 2010 and 2017, see Table A1 in Appendix A. A close reading
of these articles reveals that the use of the triple difference estimator to a large extent rests on

1 More details on the historical development of the use of the triple difference estimator can be found in the working
paper version of Olden and Møen (2020, fig. 1). In the working paper, we also analyse naming conventions and suggest
that there is a need to unify terminology. We recommend the terms ‘triple difference’ and ‘difference-in-difference-in-
differences’.
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intuition. The identifying assumptions are neither formally derived nor generally agreed on. We
fill this void in the literature and give a complete presentation of the triple difference estimator.

The triple difference estimator can be computed as the difference between two difference-
in-differences estimators. Despite this, we show that the triple difference estimator does not
require two parallel trend assumptions to have a causal interpretation. The intuition is that the
difference between two biased difference-in-differences estimators will be unbiased as long as
the bias is the same in both estimators. In that case, the bias will be differenced out when the
triple difference is computed. This requires only one parallel trend assumption, in ratios, to hold.
In fact, the sole purpose of subtracting the second difference-in-differences is to remove bias
in the first. Gruber (1994) states the identification requirement verbally, but the result has not
been fully formalised in the econometric literature, and it is overlooked in most of the recent
applications.

The rest of the paper is organised as follows: Section 2 gives a short overview of the use of
the triple difference estimator. Section 3 derives the triple difference estimator. Section 4 shows
that the triple difference estimator can be viewed as the difference between two difference-in-
differences estimators. Section 5 derives the identifying assumptions. Section 6 shows that the
triple difference estimator can also be viewed as a difference-in-differences using a ratio between
two outcome variables. Section 7 discusses some issues related to inference. Section 8 provides
concluding remarks.

2. THE TRIPLE DIFFERENCE LITERATURE

The most authoritative and formal treatment of the triple difference estimator was for many years
an unpublished NBER summer institute lecture note on difference-in-differences estimation by
Imbens and Wooldridge (2007). In the introductory ‘Review of Basic Methodology’ chapter they
included a brief exposition of the triple difference estimator.2 The formula for the triple difference
estimator is now available in two econometrics books by Frölich and Sperlich (2019, p. 242) and
Wooldridge (2020, p. 436). We complement these recent books by providing a more detailed
discussion of the estimator, and in particular by deriving the assumptions needed to identify a
causal effect.3

Other authoritative sources have treated the topic only in passing. In their famous text book,
Mostly Harmless Econometrics, Angrist and Pischke (2008, p. 242) write that ‘A modification
of the two-by-two DD setup with possibly improved control groups uses higher-order contrast to
draw causal inference’. The authors then go on to explain the basic setup using Yelowitz (1995)
as an example. They do not discuss or present the estimator, nor the identifying assumption. They
simply conclude that ‘This triple-difference model may generate a more convincing set of results
than a traditional DD analysis’.

Lechner (2011, p. 3) follows a similar avenue in his survey The Estimation of Causal Effects by
Difference-in-Differences Methods. He uses Yelowitz (1995) as an example of triple difference
and states that ‘the basic ideas of the approach of taking multiple differences are already apparent

2 Imbens and Wooldridge (2007) start out with a setup that is identical to ours in all respects except notation (compare
their equation 1.3 to our (3.1)) However, the estimator presented in their equation 1.4, contains an error as it lacks the last
term in our (3.4). This was corrected already in the 2008-version of the lecture notes, but unfortunately, later versions
have been less widely distributed.

3 We are grateful to an anonymous referee for making us aware of the two recent books.

C© The Author(s) 2022.

D
ow

nloaded from
 https://academ

ic.oup.com
/ectj/article/25/3/531/6545797 by The C

hinese U
niversity of H

ong Kong, Shenzhen user on 16 Septem
ber 2023



The triple difference estimator 533

with two dimensions. Thus, we refrain from addressing these higher dimensions to keep the
discussion as focused as possible.’

A look at Yelowitz (1995) reveals that he does not go into depth on the estimator and the
identifying assumptions. Instead, he cites Gruber (1994) and Gruber and Poterba (1994). Gruber
and Poterba (1994), however, refer back to Gruber (1994).

In his single-authored 1994 article, Gruber analyses the labour market effects of mandated
maternity benefits. Gruber explains the setup as follows:

I compare the treatment individuals in the experimental states to a set of control individuals in those
same states and measure the change in the treatments’ relative outcomes, relative to states that did not
pass maternity mandates. The identifying assumption of this ‘differences-in-differences-in-differences’
(DDD) estimator are fairly weak: it simply requires that there be no contemporaneous shock that affects
the relative outcomes of the treatment group in the same state-years as the law.

We have also looked at all articles applying triple difference (using one of the six most common
ways of referencing the estimator) in the American Economic Review, the Journal of Political
Economy, and the Quarterly Journal of Economics between 2010 and 2017. As seen in Table A1
in Appendix A, we found a total of 32 articles, 16 articles in AER, five in JPE and 11 in QJE. Of
these articles Muehlenbachs et al. (2015), Hornbeck (2010), and Shayo and Zussman (2011) show
some version of the estimator itself, indicating that it is not entirely obvious. In a similar spirit,
Walker (2013) shows the error term of the triple difference estimator and uses it for discussion of
robustness. Only Nilsson (2017) cites Gruber (1994).

We will later show formally that a parallel trend assumption very similar to the difference-
in-differences approach is needed for the estimated effect to have a causal interpretation. The
parallel trend in DDD is, however, on a differential between two categories. In some applications
this is stated verbally. Walker (2013, p. 1805), e.g., writes that ‘[t]he identifying assumption in
this class of models is that there are no other factors generating a difference in differential trends
between production decisions in regulated and unregulated manufacturing firms.’4

Most of the other 32 top journal articles present some intuition of what the estimator is robust
against, but otherwise the information presented varies considerably. Only a few of the authors
discuss a common trend or parallel trend assumption, and as the triple difference is based on a
strong parallel trend assumption, it is also disturbing to see that a large part of the articles do not
include unconditional plots of the outcome series that they are studying. This makes it impossible
to visually assess potential trends.

In Tables A2a and A2b in Appendix A, we present the 50 most cited articles referencing the
estimator, numbered and ordered by number of citations. There has been almost 5,000 papers
referencing the estimator since 1994, and it is natural to think that some of the most cited triple
difference articles are methodological or represent early use of the methodology. Seven of the 50
most cited articles list Gruber as a co-author.5 Six articles are covered in the review of articles in
AER/QJE/JPE.6 Among the rest, seven have methodological-sounding names.7 A close reading of

4 Some other articles in our sample have similar formulations. Hoynes et al. (2016, p. 925–6) write that ‘[i]n this
triple-difference model, the maintained assumption is that there are no differential trends for high participation versus low
participation groups within early versus late implementing counties’. Deschênes et al. (2017, p. 2970) state that ‘[o]ur
identifying assumption is that such policies did not change differentially in NBP versus non-NBP states, in winter versus
summer, over this period’. Finally, Kleven et al. (2013, p. 1908) write that ‘[i]n that case, the identifying assumption would
be that there is no contemporaneous change in the differential trend between Spain and the synthetic control country’.

5 These are the articles 4, 9, 17, 25, 31, 34, and 39, in which 4 is Gruber (1994) and 31 is Gruber and Poterba (1994).
Note also that number 30 is Yelowitz (1995).

6 These are the articles 7, 11, 21, 35, 42, and 46.
7 These are the articles 1, 5, 6, 10, 12, 24, and 40. Note that number 24 is Lechner (2011) which is covered previously.
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the articles with methodological-sounding names reveals that they do not give a formal exposition
of the triple difference estimator, nor its identifying assumption. However, Ravallion (2007) cites
Ravallion et al. (2005) which shows a very special case of the triple difference estimator and the
identifying assumptions for that special case.8

3. THE TRIPLE DIFFERENCE ESTIMATOR

For the sake of exposition let us assume that we are talking about two American states, and that
the treatment state (T) introduces a health-care measure, while the control state (C) does not.
Further, the population of the states can be subdivided into two groups, group A and group B.
The health-care measure we intend to study is only introduced to group B, i.e., group B is the
group that can Benefit from the measure. Finally, there are two time periods, namely pre- and
post-implementation of the health-care measure.

To establish a counterfactual it might seem convenient to compare group A and group B within
the treatment state. This will not be valid if the health-care reform has within-state spillovers
from group B to group A. Another option is to compare group B in the treatment state with group
B in the control state. This will not be valid if different states have different economic conditions,
so that group B in the treatment state would have trended differently from group B in the control
state, regardless of the health-care measure. However, we may reasonably assume that the general
economic differences will not affect the relative outcomes of group A and group B. In that case,
we can use the relative difference to estimate what would have happened to the relative outcomes
of group A and group B in the treatment state in the absence of treatment.

Equation (3.1) is a basic triple difference specification in accordance with the above exposition.
All variables in this basic setup are dummy variables.

Ysit = β0 + β1T + β2B + β3Post + β4T × B + β5T × Post + β6B × Post

+β7T × B × Post + εsit. (3.1)

The conditional mean function of (3.1) is E[Ysit|T ,B, Post], which can take on eight val-
ues. Since the model has eight values and eight coefficients, the model is saturated (Angrist
and Pischke, 2008). Under standard OLS assumptions and an additive effect, we can use
E[εsit|T ,B, Post] = 0 to show the eight expected values as in (3.2).

E[Y |T = 0, B = 0, Post = 0] = β0

E[Y |T = 1, B = 0, Post = 0] = β0 + β1

E[Y |T = 0, B = 1, Post = 0] = β0 + β2

E[Y |T = 0, B = 0, Post = 1] = β0 + β3

E[Y |T = 1, B = 1, Post = 0] = β0 + β1 + β2 + β4

E[Y |T = 1, B = 0, Post = 1] = β0 + β1 + β3 + β5

E[Y |T = 0, B = 1, Post = 1] = β0 + β2 + β3 + β6

E[Y |T = 1, B = 1, Post = 1] = β0 + β1 + β2 + β3 + β4 + β5 + β6 + β7. (3.2)

8 This scenario does not have pre-periods, only post-periods, and two treatment groups that are treated with differential
intensity. This requires a set of identifying assumptions that in general are not needed in the triple difference estimator.
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The triple difference estimator 535

Starting at the top of equation set (3.2), we can solve for the β ′s.

β0 = E[Y |T = 0, B = 0, Post = 0]

β1 = E[Y |T = 1, B = 0, Post = 0] − E[Y |T = 0, B = 0, Post = 0]

β2 = E[Y |T = 0, B = 1, Post = 0] − E[Y |T = 0, B = 0, Post = 0]

β3 = E[Y |T = 0, B = 0, Post = 1] − E[Y |T = 0, B = 0, Post = 0]

β4 = E[Y |T = 1, B = 1, Post = 0] + E[Y |T = 0, B = 0, Post = 0]

− E[Y |T = 1, B = 0, Post = 0] − E[Y |T = 0, B = 1, Post = 0]

β5 = E[Y |T = 1, B = 0, Post = 1] + E[Y |T = 0, B = 0, Post = 0]

− E[Y |T = 1, B = 0, Post = 0] − E[Y |T = 0, B = 0, Post = 1]

β6 = E[Y |T = 0, B = 1, Post = 1] + E[Y |T = 0, B = 0, Post = 0]

− E[Y |T = 0, B = 1, Post = 0] − E[Y |T = 0, B = 0, Post = 1]

β7 = (
E[Y |T = 1, B = 1, Post = 1] − E[Y |T = 1, B = 1, Post = 0]

)
− (

E[Y |T = 1, B = 0, Post = 1] − E[Y |T = 1, B = 0, Post = 0]
)

− (
E[Y |T = 0, B = 1, Post = 1] − E[Y |T = 0, B = 1, Post = 0]

)
+ (

E[Y |T = 0, B = 0, Post = 1] − E[Y |T = 0, B = 0, Post = 0]
)
. (3.3)

By rearranging the expression for β7 and substituting the expected values with their sample
equivalents (the mean values), we get (3.4). This is the triple difference estimator for the effect
of the treatment for group B.

β̂7 = [(ȲT =1,B=1,P ost=1 − ȲT =1,B=1,P ost=0) − (ȲT =0,B=1,P ost=1 − ȲT =0,B=1,P ost=0)]

− [(ȲT =1,B=0,P ost=1 − ȲT =1,B=0,P ost=0) − (ȲT =0,B=0,P ost=1 − ȲT =0,B=0,P ost=0)].

(3.4)

For simplicity, we have not included control variables in the equations above. Adding control
variables is common and simple when using the regression formulation of the triple difference
model in (3.1). The benefits are two-fold. First, control variables with substantial explanatory
power will reduce the residual variance, and thereby increase the precision of the causal effect of
interest. Second, including control variables can account for compositional differences between
groups and make the parallel trend assumption needed for identification more credible. Put
differently, including control variables can mitigate selection problems if there is some selection
into the treatment state and group that is based on observable characteristics. We derive the
identifying assumption for the case without control variables in Section 5.

4. THE DIFFERENCE BETWEEN TWO DIFFERENCE-IN-DIFFERENCES

The classical difference-in-differences estimator is presented in (4.1).

δ̂ = [(ȲT =1,P ost=1 − ȲT =1,P ost=0) − (ȲT =0,P ost=1 − ȲT =0,P ost=0)]. (4.1)
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536 A. Olden and J. Møen

Clearly, the triple difference estimator of (3.4) is equivalent to the difference between two
difference-in-differences. The first difference-in-differences is for group B, and is given by the
first square brackets, while the second difference-in-differences is for group A, given by the second
square brackets. It is also worth mentioning that due to the additive nature of the triple difference
estimator of (3.4), we could alternatively have presented it as a difference-in-differences for the
treatment state, comparing the eligible group B and group A, minus a difference-in-differences
in the control state, comparing group B and group A there. Mathematically this is equivalent,
though when thinking about a specific application, one is often preferred over the other.

5. IDENTIFYING ASSUMPTIONS

The triple difference estimator requires a parallel trend assumption for the estimated effect to
have a causal interpretation. Even though the triple difference is the difference between two
difference-in-differences, it does not need two parallel trend assumptions. Rather, it requires the
relative outcome of group B and group A in the treatment state to trend in the same way as the
relative outcome of group B and group A in the control state in the absence of treatment.9 To see
this, first take the β7 in (3.3) and rearrange it to create (5.1).

β7 =
[(

E[Y |T = 1, B = 1, Post = 1] − E[Y |T = 1, B = 1, Post = 0]

)

−
(

E[Y |T = 1, B = 0, Post = 1] − E[Y |T = 1, B = 0, Post = 0]

)]

−
[(

E[Y |T = 0, B = 1, Post = 1] − E[Y |T = 0, B = 1, Post = 0]

)

−
(

E[Y |T = 0, B = 0, Post = 1] − E[Y |T = 0, B = 0, Post = 0]
)]

. (5.1)

Now, introduce the potential outcomes framework (see, for instance, Angrist and Pischke,
2008). In this framework E[Y1,sit ] is the expected outcome of a state, group, and time if treated,
while E[Y0,sit ] is the expected outcome of a state, group, and time if not treated. Potential outcomes
mean that we either observe Y 1,sit or Y 0,sit , but never both. Expressions like E[Y0,T =1,B=1,Post=1]
are the expectation of non-observed potential outcomes; in our case the outcome of group B in
the treatment state (T), in the treatment period (Post), had it not been treated.

We can use the potential outcome framework to define δ, the true causal effect of treatment in
the treatment state (T), on the treatment group B, in the treatment period (Post) as:

δ = E[Y1 − Y0|T = 1, B = 1, Post = 1]. (5.2)

Equation (5.2) states that the true treatment effect is the difference between the outcome of
state T, group B in period 2 as treated, and the outcome of state T, group B in period 2, had it not
been treated.

9 We phrase the discussion here in terms of trends, but, as mentioned in the introduction, one can also think of triple
difference as a way to remove a potential bias in an ordinary difference estimator. This requires that the two DD-estimators
used have the same bias. In fact, even the ordinary difference-in-differences estimator can in general terms be thought
of as a way to remove bias rather than time trends. The parallel trend assumption is therefore sometimes referred to as a
‘bias stability’ assumption, see, e.g., Frölich and Sperlich (2019, p. 230).
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The triple difference estimator 537

Note that (5.2) is the average treatment effect on the treated, often called ATET, ATT or
TOT, see, e.g., Angrist and Pischke (2008, ch. 3). Under the parallel trend assumption this is
what is identified. This can be seen from the conditioning on T = 1 in the definition of the
true causal effect, δ. With heterogeneous treatment effects, the population wide, unconditional,
average treatment effect (ATE) is not identified. In the DD case, this has previously been pointed
out by Frölich and Sperlich (2019, p. 228). They explain this by the fact that treatment effect
estimation using the difference-in-differences estimator is a prediction problem where outcomes
observed before the treatment started are used to predict the potential non-treatment outcome.
With heterogeneous treatment effects, however, the natural experiments used for difference-
in-differences estimation do not necessarily contain any information to predict the potential
treatment outcome for the control group. This reasoning also applies to triple difference estimation
where there are three non-predictable, counter factual, treatment outcomes, E[Y1,T =0,B=1,Post=1],
E[Y1,T =0,B=0,Post=1], and E[Y1,T =1,B=0,Post=1].

We are now ready to derive the parallel trend assumption that identifies δ. Doing so, we rewrite
(5.1) using the notation from the potential outcome framework.

β7 =
[(

E[Y1|T = 1, B = 1, Post = 1] − E[Y0|T = 1, B = 1, Post = 0]

)

−
(

E[Y0|T = 1, B = 0, Post = 1] − E[Y0|T = 1, B = 0, Post = 0]

)]

−
[(

E[Y0|T = 0, B = 1, Post = 1] − E[Y0|T = 0, B = 1, Post = 0]

)

−
(

E[Y0|T = 0, B = 0, Post = 1] − E[Y0|T = 0, B = 0, Post = 0]
)]

. (5.3)

For β7 to equal δ, we need the differential in the outcomes of group A and group B in the
treatment state to trend similarly to the differential in the outcomes of group A and group B in
the control state, in the absence of treatment. This is the parallel trend assumption. A formal
exposition of this statement is given in (5.4). The first line is the change between the two periods
in the outcomes of group B in the treatment state had it not been treated. The second line is
the same change for group A. The difference between these two expressions is equated with an
expression that is equivalent, except that it gives realised outcomes in the control state.10

(
E[Y0|T = 1, B = 1, Post = 1] − E[Y0|T = 1, B = 1, Post = 0]

)

−
(

E[Y0|T = 1, B = 0, Post = 1] − E[Y0|T = 1, B = 0, Post = 0]

)

=(
E[Y0|T = 0, B = 1, Post = 1] − E[Y0|T = 0, B = 1, Post = 0]

)

−
(

E[Y0|T = 0, B = 0, Post = 1] − E[Y0|T = 0, B = 0, Post = 0]

)
. (5.4)

10 See Frölich and Sperlich (2019, p. 244) for a different formulation given in the context of DDD used on a three
period, two group setup. The DD parallel trend assumption then translates into what they call a ‘parallel growth’ or
‘common acceleration’ assumption.

C© The Author(s) 2022.

D
ow

nloaded from
 https://academ

ic.oup.com
/ectj/article/25/3/531/6545797 by The C

hinese U
niversity of H

ong Kong, Shenzhen user on 16 Septem
ber 2023



538 A. Olden and J. Møen

To show that this parallel trend assumption identifies δ, the causal effect, we can substitute
(5.4) into (5.3).

β7 =
[(

E[Y1|T = 1, B = 1, Post = 1] − E[Y0|T = 1, B = 1, Post = 0]

)

−
(

E[Y0|T = 1, B = 0, Post = 1] − E[Y0|T = 1, B = 0, Post = 0]

)]

−
[(

E[Y0|T = 1, B = 1, Post = 1] − E[Y0|T = 1, B = 1, Post = 0]

)

−
(

E[Y0|T = 1, B = 0, Post = 1] − E[Y0|T = 1, B = 0, Post = 0]

)]
. (5.5)

Rearranging and rewriting (5.5) we get

β7 = E[Y1 − Y0|T = 1, B = 1, Post = 1]

+ E[Y0|T = 1, B = 0, Post = 1] − E[Y0|T = 1, B = 0, Post = 1]

+ E[Y0|T = 1, B = 1, Post = 0] − E[Y0|T = 1, B = 1, Post = 0]

+ E[Y0|T = 1, B = 0, Post = 0] − E[Y0|T = 1, B = 0, Post = 0]. (5.6)

By cancelling out the redundant terms of (5.6) we arrive at (5.7)

β7 = E[Y1 − Y0|T = 1, B = 1, Post = 1] = δ q.e.d. (5.7)

6. TRIPLE DIFFERENCE AS DIFFERENCE-IN-DIFFERENCES

Take the difference-in-differences estimator of (4.1) and define the outcome variable, Ȳ , as:

Ȳij = Ȳaij − Ȳbij . (6.1)

Substituting (6.1) back into (4.1) gives us (6.2)

δ̂ = [(Ȳa,pre,treat − Ȳb,pre,treat ) − (Ȳa,post,treat − Ȳb,post,treat )]

− [(Ȳa,pre,cont − Ȳb,pre,cont ) − (Ȳa,post,cont − Ȳb,post,cont )]

= δ̂triple. (6.2)

This shows clearly that a basic difference-in-differences with a differential as the outcome
and a symmetric structure is a triple difference, and the other way around. This implies that
all procedures for difference-in-differences can be applied to a transformed triple difference. For
instance, standard robustness checks for difference-in-differences can be applied, see, for example,
Angrist and Pischke (2008). Also, semi-parametric versions of the difference-in-differences
estimator are available, as in Abadie (2005), as well as non-linear models as in Athey and Imbens
(2006), which can be directly applied to the transformed problem. Among the generalisation
of the simple difference-in-differences estimator, Callaway and SantAnna (2020) provides an
appropriate estimators for cases with many time periods, including when the parallel trend
assumption holds only conditional on covariates. They also give an up to date literature review.
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The triple difference estimator 539

Finally, knowing that difference-in-differences models struggle with standard errors when
there are few clusters, as documented by Bertrand et al. (2004), this will apply to the
transformed triple difference as well as to the triple difference estimator. We return to this
next.

7. INFERENCE

In the case of the difference-in-differences estimator, Bertrand et al. (2004) show how the esti-
mator is prone to over-rejection, i.e., finding false positives. This is due to serial correlation and
intra-group correlation. This can be addressed by using cluster robust standard errors, which are
based on asymptotic properties in the group dimension. However, it is common to have a limited
number groups or treatment groups, violating the assumptions. For a fairly recent and exten-
sive exposition of the issues in the difference-in-differences estimator, see Cameron and Miller
(2015).

It is unclear to what extent this generalises to the triple difference estimator as we include
additional groups, correlation structures, and explicitly try to model them. Also, we increase
the number of observations and the complexity of the model. To answer these questions, we
turn to a procedure from Bertrand et al. (2004) running a simulation study on data from the
Current Population Survey (CPS) in which we vary the number of treated clusters.11 We compare
the difference-in-differences estimator with the triple difference estimator, both for individual
level data and for state-year-gender aggregated data. Further, we include the triple difference
estimated as difference-in-differences on a ratio (see Section 6). The full results are presented in
Appendix B.

When it comes to false positives, or over-rejection, we find that the difference-in-differences
and the triple difference show similar patterns of over-rejection with clustered standard er-
rors. However, the triple difference shows greater power to detect true (simulated) effects.
Aggregation does not solve the issues of over-rejection and comes at a cost with respect
to power. Further, the triple difference as difference-in-differences and the full triple dif-
ference performs almost identical. Researchers should know that there is little to lose, and
some to gain, by using the triple difference relative to difference-in-differences, but also re-
alise that when there are few clusters, or few treated clusters, both will have severe issues of
over-rejection.

8. CONCLUDING REMARKS

In this paper we document the rise of the triple difference estimator. The use of the estimator has
grown exponentially, yet it lacks formal derivation and is often carelessly applied in the literature,
for instance, by largely ignoring its parallel trend assumption and by omitting unconditional plots,
making model validation difficult.

Our main contribution is to show that the triple difference estimator does not require two parallel
trend assumptions to have a causal interpretation, even though it can be computed as the difference
between two difference-in-differences estimators. We also show that the triple difference parallel

11 We draw n placebo treatment states out of 51, draw a year from a uniform distribution over 1985–1995 which serves
as a treatment year, estimate different models, and reiterate the process 10,000 times, considering rejection rates, i.e.,
how often we find a significant effect.
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trend assumption is equivalent to the parallel trend assumption in a difference-in-differences
model based on ratios.

When choosing between a triple difference and a difference-in-differences on a ratio-variable,
there are several things to consider. The difference-in-differences estimator is much better under-
stood, and there is a large literature that addresses the estimator and its shortcomings. However,
it comes at the cost of degrees of freedom and provides less information than the triple differ-
ence. The triple difference will, for instance, provide an estimate of spillover effects, i.e., β5 in
(3.1), which is the effect on the non-treated in the treatment state in the treatment period. This
information is lost in the difference-in-differences estimator.

The triple difference estimator is often used as a heterogeneity test or as a robustness check.
When comparing it with a standard difference-in-differences, Berck and Villas-Boas (2016)
show conditions for when the triple difference estimator reduces bias relative to a difference-in-
differences approach in the presence of omitted variable bias.

Finally, our reading of the literature points to some other key issues that demand awareness.
Many of the articles spend considerable time on control variables in which case one should be
specific on whether the inclusion is to absorb variance and increase precision, or if the parallel
trend assumption holds only conditional on some covariates. Note that in the case of time-invariant
state-level variables, they will be differenced out, easily shown by deducting any mean from the
estimator. Time-varying, state-level variables, however, is a likely source of bias and should be
explicitly dealt with when evaluating the parallel trend assumption, or be dealt with in a more
complex framework as touched upon in Section 6.

In the literature, much less time is spent discussing functional form issues than control variables.
This is unfortunate. Both the difference-in-differences and the triple difference estimator relies on
a parallel trend assumption, and hence the functional form is identifying. In the triple difference
estimator, we make an assumption on how the outcomes of two groups co-move relative to
the co-movement in two other groups in the control state. Both a ratio and its log-transformed
counterpart can be a natural choice of functional form, depending on the situation. However,
this requires thought. When the parallel trend assumption holds in logs it will not hold in
levels, and vice versa, see Angrist and Pischke (2008, p. 230) and Frölich and Sperlich (2019,
p. 228).12
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12 Unfortunately, what functional form to choose, seldom finds it answer in economic theory or statistics. For a
discussion of these topics in the case of the difference-in-differences estimator, we recommend Kahn-Lang and Lang
(2020). The recommendations of Kahn-Lang and Lang (2020) is equally applicable to the triple difference estimator and
includes addressing why there is level differences to begin with, explicitly justifying the parallel trend assumption and
noting that pre-treatment trends is indicative, but not necessary, nor sufficient for the parallel trend assumption to hold.
However, in the case of the triple difference, initial level differences in the difference-in-differences might be a reason
why we want to use triple difference. The general advice to reflect on level differences still stands.
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Table A3. Title abbreviations for Tables A1–A2b.

Abbreviation Full title

AEJAE American Economic Journal: Applied Economics
AER The American Economic Review
ARS Annual Review of Sociology
EE Energy Economics
FTE Foundations and Trends R© in Econometrics
HDE Handbook of Development Economics
HE Health Economics
HEF Handbook of the Economics of Finance
HHE Handbook of HE
HLE Handbook of Labor Economics
ISR Information Systems Research
JDE Journal of Development Economics
JFE Journal of Financial Economics
JLaE Journal of Law and Economics
JLE Journal of Labor Economics
JMR Journal of Marketing Research
JPE Journal of Political Economy
JPuE Journal of Public Economics
JUE Journal of Urban Economics
MS Management Science
NBER NBER Working Paper Series
NEJM New England Journal of Medicine
NTJ National Tax Journal
QJE Quarterly Journal of Economics
RES Review of Economics and Statistics
RFS The Review of Financial Studies
SJ Stata Journal
TEJ The Economic Journal
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APPENDIX B: SIMULATIONS

The difference-in-differences and the triple difference estimators often have a group and a time structure,
for instance, individual level data in different US states over time, with some states being treated. This
structure introduces issues of serial correlation and intra-group (cluster) correlation, which can lead to
biased standard errors and severe over-rejection of the null hypothesis of no effect, famously documented
in the difference-in-differences case by Bertrand et al. (2004). Typically, cluster robust standard errors on
the state level are used. These relies on asymptotic properties in the number of groups.13 For a thorough
overview on the issues and remedies, see Cameron and Miller (2015) and Angrist and Pischke (2008). It can
be shown that the asymptotic properties applies to both the number of untreated and the number of treated
clusters (see Conley and Taber, 2011).

While the issue of clustered errors is well studied in the difference-in-differences estimator, it is not
obvious to what extent it carries over to the triple difference estimator. One reason to expect differences
is that we introduce new contrast groups that might affect correlation structures, and we explicitly try to
model sub-groups within the cluster (for instance gender in state). Moreover, the number of observations
typically doubles and we increase the general complexity of the modelling approach. We will not give a full
exposition of these issues in the triple difference estimator case, but we will make some points by comparing
triple difference to difference-in-differences.

To aid intuition, consider the following stylized example. Some US states introduce a legal reform to
affect the wage of women. Having data on wage from both before and after the reform for all states, it
seems well-suited for a difference-in-differences approach. In this example, the states that introduce the
legal reform are the treatment states, while the states that do not are the control states. The time period
before the reform is the pre-period, while the time period after the reform is the treatment period. However,
we might be worried that the states that introduced the legislation to impact the wage of women would
have had higher growth rates to begin with, such that the comparison of women in the treatment state and
women in the control states would be biased. While the treatment states might trend differentially from the
control states regardless of treatment, we believe that this trend affects men and women similarly. Thus we
consider a triple difference estimator for which we compare the relative wage of women and men in the
treatment states to the relative wage of women and men in the control states, circumventing the bias from
the difference-in-differences estimator.

If the assumptions hold and the right functional form is chosen, this strategy will get rid of the bias in
the estimation. However, we are left with the question of standard errors. To shine some light on the issue,
we use the procedure of Bertrand et al. (2004) and run simulations of placebo treatments while observing
the rejection rates. The data used is the Current Population Survey in their fourth interview month, in
the Merged Outgoing Rotation Group, from 1979 to 1999, see National Bureau of Economic Research
(1979–1999). The survey contains individual level data from all US states and Washington DC. The data
are freely available and commonly used.14 The rejection rate is defined as the proportion of times the null
hypothesis is rejected on a 5 percent significance level, i.e., the number of times we find a significant effect
for the treatment variable. When there is no effect, this should be 5 percent of the times, i.e., the significance
level or probability of false positives. Note that we are ‘randomizing the treatment variable while keeping
the set of outcomes fixed. In general, the distribution of the test statistic induced by such randomization is
not a standard normal distribution and, therefore, the exact rejection rate we should expect is not known.’
(Bertrand et al., 2004, p. 256). However, real data has its own advantages, and we also have the original
article as a baseline. Furthermore, our comparisons are mainly to explore the relative performance of triple
difference as compared to difference-in-differences, making the true rejection rate less important.

Keeping our example as close to Bertrand et al. (2004) as possible, we restrict the sample to participants
between the ages of 25 and 50 with strictly positive earnings. This leaves about 1,000,000 observations.

13 As developed by White (1984) with extensions by Liang and Zeger (1986) and Arellano (1987).
14 Data accessed 19 November 2020 from https://www.nber.org/research/data/current-population-survey-cps-data-nb

er. Data and reproducible code is provided openly at https://github.com/andreasolden/simulate triple difference.
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Bertrand et al. (2004) consider a difference-in-differences on women. We include men also, as they serve as
a control group when adding the additional layer of the triple difference.15 The procedure goes as follows:

(1) Draw n states randomly. These will serve as the placebo treatment states.
(2) Draw a year from a uniform distribution over 1985–1995. This year and all subsequent years will

serve as the placebo treatment years.
(3) Esimate different models with different standard errors.
(4) Reiterate steps 1–3 10,000 times.
(5) Consider rejection rates, i.e., how often we find a significant effect.

We run five different regression models. Equation (B.1) is a difference-in-differences on females, as in
Bertrand et al. (2004). Equation (B.2) is a triple difference for both sexes. Both are estimated on individual
level data. Equation (B.3) is a difference-in-differences for females on data aggregated to the state-year-
gender level. Equation (B.4) is a triple difference performed as difference-in-differences on relative outcomes
for both sexes, as shown in Section 6. Equation (B.5) is a full triple difference for both sexes. The last two
equations are also on data aggregated to the state-year-gender level. The motivation for the aggregation is that
triple difference performed as difference-in-differences on relative outcomes is only possible for grouped
data. Aggregation is sometimes also suggested as a way to circumvent intra-cluster correlation issues
(Angrist and Pischke, 2008, p. 313). The outcome variable is always log-transformed weakly earnings, and
s denotes state, i individual, and t time period.

logY
female
sit = αstates + γyear + δ(T × post) + εsit (B.1)

logYsit = αstates + γyear + β1(female) + β2(T × female) + β3(post × female) + β4(T × post)

+ δ(T × post × female) + εsit (B.2)

logȲ
females
st = αstates + γyear + δ(T × post) + εst (B.3)

log(Ȳ females
st /Ȳ males

st ) = αstates + γyear + δ(T × post) + εst (B.4)

logȲst,gender =
αstates + γyear + β1(female) + β2(T × female) + β3(post × female) + β4(T × post)

+ δ(T × post × female) + εst,gender . (B.5)

We repeat these estimations for 25, 5, 2, and 1 treated clusters, holding the total number of clusters constant
at 51.16 We also show results with different ways to estimate the standard errors. We use either uncorrected
standard errors assuming independent and identically distributed errors (IID), White heteroscedasticity
(HC1) robust standard errors (as Stata robust), or clustered standard errors on state-level (as Stata xtreg
cluster). The implementation is done by the package Fixest in R (Bergé, 2018).17 Finally, we simulate with

15 We deviate from Bertrand et al. (2004) by running 10,000 iterations as opposed to 200–400. We do not include
individual level controls for better comparisons between the simulated models, but we always include state and year fixed
effects as well as a fixed effect of gender when applicable. Since the identification comes from group differences over
time, this is unlikely to be important for our purposes.

16 We deviate from Bertrand et al. (2004) who focus on the total number of clusters. However, as Conley and Taber
(2011) point out, the asymptotics are for both treated and untreated groups, so we expect similar results as if we had just
reduced the number of groups, holding the number of treated groups constant. We also expect this to be a more common
issue as, even in the case of few clusters, the results will suffer from few treated clusters. For difference-in-differences,
the scenario is covered in, for instance, Conley and Taber (2011), MacKinnon and Webb (2018), MacKinnon and Webb
(2020), and Ferman and Pinto (2019).

17 For more information see https://cran.r-project.org/package=fixest and https://cran.r-project.org/web/packages/fix
est/vignettes/standard errors.html.
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Table B1. No effect: Rejection rates for individual level data models.

Difference-in-differences Triple difference

(1) (2) (3) (4) (5) (6)
Uncorrected White Cluster Uncorrected White Cluster

25 0.7058 0.7072 0.0711 0.3013 0.3021 0.0592
5 0.6757 0.6787 0.1530 0.3095 0.3106 0.1343
2 0.6187 0.6247 0.3421 0.3164 0.3192 0.3678
1 0.6015 0.6071 0.7408 0.2936 0.3096 0.8243
n 496,055 496,055 496,055 1,035,308 1,035,308 1,035,308

Notes: The table shows rejection rates for the treatment variable coefficient at a 5 percent significance level, over 10,000
simulations, individual level data, and a placebo treatment (no effect). Columns 1–3 is the difference-in-differences
estimator, while columns 4–6 is the triple difference estimator. The columns differ in the standard errors that are used,
where 1 and 4 makes no correction for correlation, 2 and 5 are White HC1 robust standard errors, while 4 and 6 are cluster
robust standard errors. The row names indicate how many (placebo) treated clusters there were out of the total of 51.

Table B2. Rejection rates for individual level data models.

No effect 2 percent effect 5 percent effect

(1) (2) (3) (4) (5) (6)
DD Triple DD Triple DD Triple

25 0.0711 0.0592 0.2148 0.5539 0.6941 0.9984
5 0.1530 0.1343 0.2910 0.3584 0.5761 0.8235
2 0.3421 0.3678 0.4213 0.4289 0.5803 0.7191
1 0.7408 0.8243 0.7830 0.7905 0.8391 0.9030
n 496,055 1,035,308 496,055 1,035,308 496,055 1,035,308

Notes: The table shows rejection rates for the treatment variable coefficient at a 5 percent significance level, over 10,000
simulations, individual level data, and a either a placebo treatment (columns 1 and 2), a 2 percent effect (columns 3 and
4), or a 5 percent effect (columns 5 and 6). Columns 1, 3, and 5 use the difference-in-differences estimator, while columns
2, 4, and 6 use the triple difference estimator. All standard errors are clustered at the state level. The row names indicate
how many (placebo or real) treated clusters there were out of the total of 51.

Table B3. Rejection rates for aggregated models.

No effect 2 percent effect 5 percent effect

(1) (2) (3) (4) (5) (6) (7) (8) (9)
DD Triple as DD Triple DD Triple as DD Triple DD Triple as DD Triple

25 0.0479 0.0515 0.0517 0.1047 0.3101 0.3131 0.3958 0.9483 0.9488
5 0.1120 0.1235 0.1248 0.1562 0.2133 0.2148 0.3173 0.6303 0.6330
2 0.2894 0.3371 0.3391 0.3343 0.3714 0.3730 0.4118 0.5520 0.5526
1 0.7237 0.7929 0.7929 0.7490 0.8092 0.8092 0.7763 0.8495 0.8513
n 1,071 1,071 2,142 1,071 1,071 2,142 1,071 1,071 2,142

Notes: The table shows rejection rates for the treatment variable coefficient at a 5 percent significance level, over 10,000
simulations, state-year-gender aggregated data, and a either a placebo treatment (rows 1–3), a 2 percent effect (rows 4–6),
or a 5 percent effect (rows 7–9). Rows 1, 4, and 7 use the triple difference estimator, rows 2, 5, and 8 use the triple
difference as difference-in-differences (i.e., a difference-in-differences on a relative outcome), and rows 3, 6, and 9 is the
full triple difference estimator. All standard errors are clustered at the state level. The column names indicate how many
(placebo or real) treated clusters there were out of the total of 51.
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a true effect of either 2 or 5 percent to get a sense of power or the ability to detect true effects. The effects
are simulated by adding a fixed increase of 2 or 5 percent of the pre-treatment weakly earnings for women
to the post-treatment outcomes for women in the treatment state, shifting the level, but not the trend. The
results are shown in Tables B1, B2, and B3.

Results

Table B1 shows rejection rates for placebo treatments for individual level data. The estimators in use are
the difference-in-differences of (B.1), in column 1–3, and the triple difference estimator of (B.2) in column
4–6. For each estimator, the rejection rates are either based on IID standard errors, robust standard errors,
or clustered at the state level, in that order. Column 1 corresponds to the results from Bertrand et al. (2004),
with rejection rates roughly between 60 and 70 percent, i.e., we find a significant effect 60 to 70 percent of
the times in the case of IID standard errors and placebo treatment, which is severe over-rejection.18 This is
almost identical to the results with robust standard errors, as shown in column 2. Furthermore, the number
of treated clusters, specified in the row names, has limited impact, going from rejection rates of about 70
percent to about 60 percent when reducing the number of treated clusters from 25 to 1. When clustering the
standard errors, the rejection rate is 7 percent in the case of 25 treated clusters, which is close to what we
would want, but it rises to 15 percent in the case of 5 treated clusters, 34 percent for 2 treated clusters, and
74 percent for 1 treated cluster, as expected when using standard errors based on cluster asymptotics.

Turning to the triple difference estimator, the results for IID and robust standard errors still over-reject,
with rejection rates of about 30 percent, regardless of how many treated clusters there are, as shown in
column 4 and 5. This is about half the rejection rate of the equivalent difference-in-differences, but still
much higher than we would want. Finally, looking at column 6, the rejection rate is 6 percent for 25 treated
clusters, which is close to ideal, 13 percent for 5 treated clusters, 37 percent for 2 treated clusters and 82
percent for 1 treated cluster, showing the same pattern as the difference-in-differences, however, mildly
preferred for 5–25 treated clusters, but not for 1–2 treated clusters. The differences are, however, marginal.
As for clustered errors, there seems to be little gain, nor loss, from moving from a difference-in-differences
to a triple difference estimator, in terms of false positives.

Table B2 compares three scenarios, no effect (placebo treatments) as above, a simulated 2 percent true
effect, and a simulated 5 percent true effect.19 Each scenario contains both a difference-in-differences
estimator and a triple difference estimator. All specifications are with individual level data, standard errors
clustered at the state level, and either 25, 5, 2, or 1 treated clusters.

With many (25) treated clusters, the triple difference estimator shows signs of having more power than
the difference-in-differences estimator, providing rejection rates of 55 percent to 21 percent in the case of a
2 percent effect, and 99.8 percent to 69 percent in the case of a 5 percent effect. When reducing the number
of treated clusters to 5, the triple difference still has more power, with 36 percent to 29 percent for a 2
percent effect, and 82 percent to 57 percent for a 5 percent effect, which is better, but with smaller margins.
With even fewer treated clusters the differences become slighter, and it is worth remembering that we get
high rejection rates, even in the absence of treatment, when we have few treated clusters.

Table B3 are all performed on data aggregated to the state-year-gender level, see (B.3)–(B.5), and clustered
standard errors. Aggregation to avoid intra-cluster correlation is common and suggested, for instance, by
Angrist and Pischke (2008, p. 313). However, in the case of the (full) triple difference, we cannot aggregate
to state-year, but have to aggregate to state-year-gender, leaving two observations per state per year, not
fully avoiding the intra-cluster correlation structure. However, in the special case of (B.4), which is also
shown (in levels) in Section 6, we estimate the triple difference as a difference-in-differences on a relative
outcome, preserving the one observation per state per year structure.

There are some notable patterns. In the case of no effect and 25 treated clusters, the rejection rates
differ only marginally, and are similar to the individual level estimations. As we decrease the number of

18 Strictly speaking, column 1, row 1 is the same specification as row 1 in table II in (Bertrand et al., 2004, p. 257),
except for the choice of covariates and the number of simulations.

19 Note that for expositional reasons, Table B2, columns 1 and 2, are identical to Table B1, columns 3 and 6, respectively.
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treated clusters, the rejection rates goes up to about 12 percent for 5 treated clusters, 29–34 percent for
2 treated clusters, and 72–79 percent for 1 treated cluster. As opposed to the individual level data, the
difference-in-differences is mildly preferred to the triple difference estimator (in both its forms), and there
is marginal improvement by aggregating, but typically only by a few percent, for both estimators, which
unfortunately is not very helpful considering the overall scale of over-rejection. Further, there is virtually no
difference between the triple difference as difference-in-differences and the full triple difference estimator.
This is of course partly true because they use the same cluster asymptotics. Had we used robust (for instance
White HC1), it is likely that the triple difference as difference-in-differences would look more like the
difference-in-differences, as it would be based on regular asymptotics and they have the same degrees of
freedom.

When we introduce true, simulated effects, the same pattern as individual level data arises. The triple
difference, in both its forms, has higher power. With 25 treated clusters the rejection rates are 31 percent to
10 percent for a 2 percent effect, and 95 percent to 40 percent for a 5 percent effect. However, as the number
of treated clusters decrease to 5, the difference also decreases, with 21 percent to 16 percent for a 2 percent
effect, and 63 percent to 32 percent for a 5 percent effect. The difference becomes even smaller for 2 and 1
treated clusters.

Overall, aggregation has only minor consequences for false positives, but major consequences for power.
This is seen by comparing Tables B2 and B3. Even in the case where the asymptotics seems reasonable, i.e.,
25 treated clusters, the consequences with a 2 percent effect is a reduction in rejection rates from 21 percent
to 10 percent for the difference-in-differences, and 55 percent to 31 percent for the triple difference. For a
5 percent effect the reduction is from 69 percent to 40 percent for the difference-in-differences, and 99.8
percent to 95 percent for the triple difference.

To conclude, for individual level data, clustered errors, and five or more treated clusters, the triple
difference typically performs slightly better than the difference-in-differences, with the reverse being true
for 1–2 treated clusters, when it comes to false positives. However, the differences are marginal compared to
the overall issue of over-rejection. When it comes to power, the triple difference outperforms the difference-
in-differences, often by a lot, in almost all cases. Aggregation does not solve much, and comes at a large cost
in terms of power. It is also noteworthy that there is close to no difference between the full triple difference
and the triple difference as difference-in-differences, either in terms of false positives or power. Researchers
considering the triple difference should rest assured that in optimal cases with many (treated) clusters, the
triple difference is typically at least as good as the difference-in-differences, and often much better. But
beware that it suffers almost equally to the difference-in-differences estimator in the presence of few treated
clusters and serially correlated errors.
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