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I document large variation in empirical methodology in corporate finance regressions in top
finance journals. Although methodological variation allows for customization of empirical
tests to fit specific theories, it can also enable excessive reporting of statistically significant
results. For example, given discretion over 10 routine methodological decisions, a researcher
could report that over 70% of randomly generated variables are statistically significant
determinants of leverage at the 5% level. The methodological decisions that affect statistical
significance the most are dependent variable selection, variable transformation, and outlier
treatment. I discuss remedies that can mitigate the negative effects of methodological
variation. (JEL C18, C52, G30)
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In empirical corporate finance, researchers make many routine methodological
decisions that influence the magnitude and statistical significance of their
findings. Ideally, researchers are guided by theory when making methodological
decisions, but when theory does not dictate the use of one particular method,
researchers often must choose from among multiple methods that are widely
used and accepted in the literature. When researchers have discretion over
methodological decisions, published papers may represent findings in which
the methodology employed has been selected from among many possible
methodologies in order to report statistically significant results. Selective
publication of statistically significant results can occur at two levels during
the research process: among researchers and among publishers.

At the first level, researchers may select statistically significant results by
choosing methods that allow them to report desired significant findings—
a practice sometimes referred to as “p-hacking.” In his presidential address
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to the American Finance Association, Harvey (2017) outlines the challenges
presented by p-hacking in the financial economics literature. Many recent
papers have drawn attention to the possibility of p-hacking in the asset pricing
literature, with a focus on cross-sectional return anomalies and how they stand
up to replication, out-of-sample testing, or multiple hypothesis testing.! This
paper focuses on the corporate finance literature, where these issues remain
relatively unexplored.?

At the second level, publishers may select statistically significant results by
maintaining a bias toward publishing papers that report significant findings.
Kim and Ji (2015), Harvey, Liu, and Zhu (2016), Harvey (2017), and Morey
and Yadav (2018) have documented and discussed how finance journals display
a bias toward publishing statistically significant results.> When publishers are
biased, methodological variation can lead to the publication of studies that are
misleading about the significance of results, even when no individual researcher
engages in p-hacking. In other words, methodological variation is problematic
even when all researchers are ethical, diligent, and transparent. If multiple
researchers independently study the same hypothesis, each using a different
methodology, then findings based on a methodology that produces significant
results might be published while other equally valid insignificant findings
remain unknown (Denton 1985; Gelman and Loken 2014). Indeed, researchers
may not even submit papers with statistically insignificant results because they
are less likely to be published or cited—an effect sometimes referred to as the
“file drawer problem” (Rosenthal 1979). When readers of articles are unaware
of alternative findings that are discarded during the research process due to
either p-hacking or publication bias, their inferences about the importance and
robustness of findings can be highly distorted.

In this paper, I assess the impact of methodological variation on research
in corporate finance. First, I study to what degree different methodologies
are employed and accepted in the literature. In the top three finance journals
between 2000 and 2018, I find a total of 954 regressions in 604 articles in
which the dependent variables are among the most common corporate finance
outcomes studied: profitability, firm value, leverage, investment, payouts, or
cash holdings. (All regressions of the same category in a given article are
counted as one regression.) The incidence of these types of regressions in the
top three journals increased greatly over the sample period, from a total of eight
regressions in 2000 to a total of 89 in 2018. I study this sample of regressions and
document the methods used in common decisions related to sample selection,
variable transformation, and model specification.

See, e.g., Harvey, Liu, and Zhu (2016), McLean and Pontiff (2016), Yan and Zheng (2017), Hou, Xue, and Zhang
(2020), Linnainmaa and Roberts (2018), Chordia, Goyal, and Saretto (2019), and Chen (2020).

Mulherin, Netter, and Poulsen (2018) discuss p-hacking as a key concern in corporate finance publishing.

See also De Long and Lang (1992), Brodeur et al. (2016), Andrews and Kasy (2019), and Chen and Zimmerman
(2020).
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Methodological Variation in Empirical Corporate Finance

The results of my study indicate a high degree of methodological variation
in empirical corporate finance. One key source of variability is a lack of
standardization in dependent variable selection. For example, researchers have
used 61 unique measures of profitability as dependent variables, including 26
unique definitions of return on assets (ROA). I find similar variability for other
categories of regressions, with leverage regressions having the largest number
of unique dependent variables (96) and cash regressions having the fewest (9).
I also find that correlations between alternative dependent variables are often
not very high—the median correlation among the 10 most common in each
category is 0.33—suggesting that dependent variable selection can often have
a large impact on regression results.

Another source of methodological variation is control variable inclusion. For
example, in value regressions (e.g., with Tobin’s q as the dependent variable),
firm size is the only control variable that is used consistently, as it appears in 84%
of the value regressions in the sample. Even then there is considerable variation
in the measure of firm size used, from among assets, sales, or others. A few
other control variables—investment, leverage, and profitability—are included
about half of the time, and other control variables are included sporadically.
Overall, I find little consistency in control variable usage in any of the categories
of regressions.

I also document a lack of consistency in other methodological decisions.
For example, researchers include all industries in their regressions roughly half
of the time and exclude certain industries (e.g., financial firms) roughly half
of the time. Over the sample period as a whole, researchers retain outliers
about as frequently as they winsorize outliers, and they use a variety of cutoffs
when treating outliers. I also report methodological differences in lagging
variables, converting continuous variables to dummies, logging variables, and
defining industries. For some decisions, such as outlier treatment, a consensus
on methodology appears to be building over time, but for most decisions I find
no trend toward a consensus in the literature.

Taken together, the results of my study show that researchers have a wide
variety of methodologies to choose from when performing empirical tests. On
one hand, this methodological variation can be helpful to researchers, allowing
them to tailor empirical tests more precisely to the theory being tested. For
example, the richness of databases like Compustat allows researchers to explore
intricate details of a firm’s financial and operating performance. To the extent
that researchers base decisions on theory, the observed methodological variation
could be entirely appropriate. On the other hand, if researchers are not guided
by theory when choosing among methods—if methods are selected randomly
(or even strategically)—then methodological variation enables the selective
reporting that results from p-hacking and publication bias. To understand the
degree to which methodology is guided by theoretical considerations, I search
the sample of 604 articles for explanations of why methodological decisions
are made. I find that authors routinely leave key decisions unexplained. For
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example, authors explain their selection of a dependent variable only 22% of the
time, they explain their method of outlier treatment only 6% of the time, and they
explain why they convert continuous variables to dummy variables only 19% of
the time. Although researchers might have unarticulated theoretical motivations
in mind when making some decisions, the available evidence suggests
that the majority of methodological decisions are made without theoretical
guidance.

Next, I study how methodological variation affects the statistical significance
of coefficients on hypothesized determinants of profitability, firm value,
leverage, investment, payouts, or cash holdings. My procedure is to first regress
one of the outcome variables on a hypothesized determinant using the most
common methods. Then I change one binary methodological decision—while
keeping all other decisions at the most common methodology—and repeat
the regression. I do this for 14 different decisions, and I record how much
the ¢-statistic for the hypothesized determinant changes with each change in
methodology. By repeating this process for a large number of hypothesized
determinants, I can estimate the average impact of decisions on the statistical
significance of explanatory variables.

In my first set of tests, the “hypothesized” determinants are purely random
normally distributed variables. For each category of regression, I randomly
generate 1,000 explanatory variables and test the impact of each methodological
decision on the z-statistic for each variable. I report the average change in
the z-statistic across the 1,000 variables for each methodological decision.
Note that the average change in the f-statistic depends upon how disruptive
each methodological change is to the data underlying the regression. I show
that, in theory, with randomly generated explanatory variables, the expected
change in the z-statistic can be as high as 1.13 (for disruptive changes) or
as low as 0.00 (for innocuous changes). For example, a ¢-statistic would
be expected to change by about 1.13 on average if (instead of a typical
change in methodology) the original explanatory variable were replaced with
a completely new randomly generated variable. By contrast, a ¢-statistic would
be expected to change by about 0.00 on average for a very minor change such
as rounding the explanatory variable to the second decimal place. In my tests,
the actual methodological decisions have varying impacts within this range.
For example, outlier treatment is a very disruptive decision. In profitability
regressions, the decision to winsorize or retain outliers changes the #-statistic
by 1.11 on average, implying that outlier treatment is almost as disruptive to the
regression as if an entirely new explanatory variable were generated. Dependent
variable selection is also very disruptive; in profitability regressions, changing
the dependent variable from the most common measure of ROA to the most
common measure of return on equity (ROE) changes the ¢-statistic by 0.93 on
average. Toward the other end of the scale, the decision to use two-digit SIC
industry dummies or Fama-French industry dummies has only a small impact
on t-statistics, 0.10 on average in profitability regressions. I repeat these tests
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using other types of randomly generated variables—Ilognormally distributed
variables, dummy variables, and difference-in-differences variables—and find
similar results.

I also repeat these tests using “hypothesized” determinants that are quasi-
random; I create the explanatory variables with actual Compustat data, but
by creating a ratio variable from randomly selected Compustat data items, as
in Yan and Zheng (2017) and Chordia, Goyal, and Saretto (2020). In these
tests, the upper limit of the expected change in the #-statistic is no longer 1.13
because of underlying correlations among the Compustat data items, and my
tests demonstrate that changes in 7-statistics are much greater than those for
purely random explanatory variables. For example, in profitability regressions,
winsorizing outliers changes the 7-statistic by 12.86 on average and changing
the dependent variable from ROA to ROE changes the #-statistic by 12.31 on
average.

I also repeat these tests using actual hypothesized determinants from the
literature, focusing on leverage as the dependent variable. I compile a set of
65 proposed determinants of leverage from previous studies and observe how
methodological changes affect the statistical significance of these findings. The
magnitude of the impact on ¢-statistics lies somewhere between the impact for
purely random explanatory variables and quasi-random Compustat variables.
For example, winsorizing outliers changes the ¢-statistic by 3.74 on average,
and changing the dependent variable from book leverage to market leverage
changes the ¢-statistic by 3.91 on average.

Next, I document to what degree methodological variation can enable
statistically significant findings. I consider whether a researcher (or a set of
researchers independently working on the same question) could demonstrate
that a given explanatory variable is a statistically significant determinant of,
say, profitability, if the researcher has discretion over a set of methodological
decisions. I show first that, using only the most common methodology, purely
random explanatory variables are significant only as often as would be expected
by random chance: about 10% of the time at the 10% level of significance,
5% of the time at the 5% level, and 1% of the time at the 1% level. Then I
incrementally allow methodological discretion. Allowing the researcher one
binary methodological decision—to use the most common dependent variable
or the second most common dependent variable—gives the researcher two
methodological combinations to choose from, and with this freedom the
researcher could report statistical significance of randomly generated variables
15% of the time at the 10% level, 7% of the time at the 5% level, and 2% of the
time at the 1% level (across all categories of regressions). These percentages
increase progressively as more methodological discretion is allowed. When
the researcher has discretion over 10 binary methodological decisions, 94% of
randomly generated variables can be found significant at the 10% level with at
least one methodological combination, 73% can be found significant at the 5%
level, and 23% can be found significant at the 1% level.
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The high percentages of hypotheses that can be found significant illustrate
the sensitivity of statistical significance to methodology; however, they should
not be interpreted as probabilities that a given hypothesis could be credibly
supported. Safeguards against reporting spurious findings include robustness
checks, the editorial review process, and the prospect of having fragile
results challenged by later papers. Additionally, researchers can increase
confidence in their findings by using multiple approaches to testing a single
hypothesis. Nevertheless, given that 10 binary decisions are but a small
subset of the methods available to researchers, these results suggest that great
caution is warranted when judging the statistical significance of any single
finding.

Finally, I discuss remedies for the excessive reporting of statistical
significance that can arise from methodological variation. Robustness checks
are the most commonly used defense against fragile findings, and I show to what
degree they constrain reporting of spurious significant results. My findings
on which methodological decisions are most impactful provide guidance on
where researchers and reviewers should direct their attention when assessing
robustness. I also discuss possible drawbacks of robustness checks. If applied
indiscriminately they can lead to false negative findings. Additionally, the
practice of robustness testing often fails to recognize that robustness is
usually a matter of degree. To illustrate this, I test the 65 proposed leverage
determinants using 512 of the most common methodological combinations. I
find that only one of the 65 proposed determinants is statistically significant
(at the 10% level or higher) across all 512 specifications. On average, each
determinant is significant in 43% of the specifications. These findings suggest
that researchers should focus less on defending the robustness of a result and
more on understanding why a result is robust in some specifications and not in
others.

An alternative to standard robustness checks is to report results from
a broad range of methodological possibilities simultaneously, an approach
sometimes referred to as “specification checks.” Relative to robustness checks,
specification checks have certain advantages: they are more systematic,
they demonstrate the effect of changing methods along multiple dimensions
simultaneously, and they convey a great deal of information concisely, often
in graphical form. To demonstrate these advantages, I present some examples
from the capital structure literature that graphically illustrate differing patterns
of robustness for different proposed determinants.

Another recommendation is for researchers to focus less on statistical
significance and more on the economic significance of results. Aside from
being a better indication of the importance of empirical findings, economic
significance is less susceptible to specification searching. I also discuss several
other remedies. Together, the suggested remedies can help mitigate the negative
effects of methodological variation.
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Figure 1

Corporate finance regressions in top journals

The number of corporate finance regressions (of the categories shown) reported in articles in the Journal of
Finance, Journal of Financial Economics, and Review of Financial Studies, by year. Multiple regressions of the
same category in an article are counted as one regression.

1. A Survey of Methodological Variation

To better understand current methodological practice in the corporate finance
literature, I survey articles in top finance journals. Regressions in corporate
finance study a wide variety of dependent variables, and I focus on six of the
most common categories of regressions reported in the literature: those for
which the dependent variable is profitability, firm value, leverage, investment,
payouts, or cash holdings.

1.1 Sample of corporate finance regressions
I examine all regressions in the six common categories reported in the Journal
of Finance, Journal of Financial Economics, and Review of Financial Studies
from 2000 to 2018. Figure 1 shows the number of regressions reported in
each of the six categories by year. In these statistics, a particular category of
regression (e.g., a profitability regression) is counted only once in any given
article, regardless of how many different specifications or robustness checks
are reported in the article. The total number of regressions in the sample from
all categories is 954. Figure 1 shows that these types of regressions became a
much more integral part of the literature over this period. In 2000, only eight
regressions were reported in all six categories combined. In subsequent years,
the number of these regressions increased dramatically, with over 80 per year
in both 2017 and 2018.

The total number of articles published per year in these journals increased
over this period, from 181 in 2000 to 299 in 2018. However, even when scaling
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the number of regressions by the total number of articles, the incidence of
regressions from all categories increased by more than a factor of seven, from
0.04 per article in 2000 to 0.30 per article in 2018.

1.2 Variability in dependent variables

Although each regression in the sample can be classified into a particular
category of regression, the dependent variables used in each category vary
widely. The availability of different measures is advantageous for research,
because the dependent variable can be chosen to closely align with the theory
being tested. For example, researchers perform leverage regressions with the
common goal of understanding what factors contribute to a firm’s usage of
debt, but depending on the context, the dependent variable can be chosen from
among total debt ratios, short-term debt ratios, long-term debt ratios, and others.
However, flexibility in selecting numerators and denominators for a dependent
variable could also lead to a proliferation of measures beyond what is necessary
for matching the context of each theory tested. In this section, I document
the occurrence of different dependent variables in my sample, and I report
correlations between alternative dependent variables.

Table 1 reports statistics on dependent variable usage in the regressions in
the sample. For each category of regression, the 10 most common dependent
variables are listed, along with the number of occurrences for each and the
corresponding percentage of total occurrences. Below the 10 measures, I report
the number of other unique measures that are also used in the literature.* Some
differences between dependent variables are not reflected in Table 1, including
whether the dependent variable is industry adjusted or in first differences.

Panel A of Table 1 reports the findings for profitability regressions. The
most commonly used dependent variable is EBITDA/total assets, but it is used
in only 14% of the regressions. The other nine dependent variables listed are
used in between 2% and 10% of the regressions. In total, 61 unique measures
of profitability are used as dependent variables.

Panel B of Table 1 reports the findings for value regressions. Overall, 39
unique measures of firm value are used as dependent variables in the sample.’
Among these 39 measures are 25 different measures of what is typically referred
to as “Tobin’s q,” meaning some measure of the market value of assets scaled by
some measure of the book value of assets.® The most commonly used measure
of firm value (30% usage) is one of these 25 definitions of Tobin’s q: total assets

The total number of dependent variables reported in Table 1 exceeds the total number of regressions in the sample
because articles often use multiple dependent variables in the same category.

One of the 39 measures, excess value (i.e., of a diversified firm relative to single-segment comparables), is not
included in the other statistics in panel B because of its specialized purpose in the valuation of diversified firms.

By definition, the denominator of Tobin’s q should be the replacement cost of assets. Although a handful of
earlier papers use some measure of replacement cost in the denominator, I find no studies that attempt to calculate
replacement cost subsequent to Gaspar and Massa (2007).
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less book equity plus market equity all scaled by total assets. Another four of
the 39 measures, including the third most popular measure, would typically be
referred to as “market-to-book ratios,” meaning market equity scaled by book
equity or a variant.”

Panel C of Table 1 reports statistics for leverage regressions. The most
common dependent variable in leverage regressions (27% usage) is total
debt/total assets, where total debt refers to the sum of long-term debt and debt in
current liabilities. In total, 96 unique measures of leverage are used as dependent
variables.® The 96 measures are not all entirely interchangeable, because some
studies focus on particular aspects of leverage, as noted earlier. But even in
subcategories of leverage researchers have used multiple measures, including
52 different measures of total debt, five different measures of short-term debt,
and eight different measures of long-term debt.

Panel D of Table 1 reports statistics for investment regressions. The
dependent variable in investment regressions is usually a measure of capital
expenditures or R&D (or a combination of the two) scaled by some measure
of firm size, although unscaled measures are also used frequently. The
most common dependent variable is capital expenditures/total assets (32%
usage). Overall, I find 49 unique measures of investment used as dependent
variables. Although physical investment and R&D are both categorized under
investment (and are added together in some dependent variables), they measure
two different types of investment and would often not be interchangeable.
Researchers have many alternative measures to choose from for either type
of investment. Among the 49 unique measures are 30 that focus on physical
investment, 10 that focus on R&D, and nine that use a combination of physical
investment and R&D.

Panel E of Table 1 reports statistics for payout regressions. Dependent
variables in payout regressions measure dividends or repurchases (or both),
often scaled by firm size, but sometimes unscaled. The most common dependent
variable is dividends/total assets, but it is used in only 15% of the regressions.
Not all measures categorized under payouts are interchangeable, because
dividends and repurchases measure different aspects of the payout decision. But
many alternative measures have been used for either dividends or repurchases.
Among 33 unique measures of payouts in total, 15 focus on dividends, nine
focus on repurchases, and nine use a combination of repurchases and dividends.

Panel F of Table 1 reports statistics for cash regressions, showing that cash
and equivalents/total assets is the only dependent variable with majority status,
as it is used in 62% of the cash regressions. Overall, cash regressions have the

This nomenclature is not standardized—some authors refer to what is typically called Tobin’s q as a market-to-
book ratio, and others refer to what is typically called a market-to-book ratio as Tobin’s q.

The total of 96 unique measures includes nine different measures of debt maturity that are not included in the
other statistics in panel C due to the different purpose of maturity as a dependent variable.
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most consistent dependent variable usage; I find only nine different measures
among the regressions in the sample.

1.2.1 Correlation of alternative dependent variables. Table 1 demonstrates
the wide variety of dependent variables that are used, but if the alternatives are
highly correlated, then the choice of dependent variable may not significantly
alter regression results. Correlations among the most commonly used dependent
variables are reported in Table 2. The table shows that, although some dependent
variables are highly correlated, in general the correlations between alternative
dependent variables are not particularly high, with a median (average) across
all correlations in Table 2 of 0.33 (0.38). Among the three most commonly
used dependent variables in each category, the average correlations are 0.95 for
profitability, 0.39 for firm value, 0.55 for leverage, 0.18 for investment, 0.63
for payouts, and 0.73 for cash holdings. Correlations among subcategories
of measures tend to be higher than the overall correlation in a category, but
not much higher. For example, the average correlation among all investment
measures in panel D is 0.17, while the average among measures of physical
investment is 0.21, and the average among measures of R&D is 0.26. The
average correlation among all payout measures in panel E is 0.26, while the
average among measures of dividends is 0.46, and the average among measures
of repurchases is 0.15.

Even if the correlation between two alternative dependent variables is 1.00,
substituting one for the other may not always give the same regression results,
because observations can be missing in a database for one of the measures and
not for the other. For example, EBIT/total assets and operating income/total
assets have a correlation of 1.00, and they are almost always the same (within
rounding error) in the Compustat data.'® Nevertheless, in Compustat between
1963 and 2018, over 11,000 firm-year observations are missing EBIT but not
operating income.

1.3 Variability in control variables

The regressions in the sample also exhibit a great deal of variation in control
variable inclusion. Panel A of Table 3 reports the usage rates of the 10 most
commonly used control variables among the 954 regressions in the sample.
Panel A shows that firm size is by far the most commonly used control
variable, as it appears in 79% of the regressions, and is the most common
control in all six categories of regressions. Beyond firm size, there is little
consistency in control variable usage. Reflecting the sometimes circular nature
of empirical corporate finance, the next four most common control variables

The correlations in Table 2 are reported after winsorization of the data at the 1st/99th percentiles. Without
winsorization the median (average) correlation is 0.01 (0.19).

Some sources consider EBIT and operating income to be identical, but depending on how nonoperating income
is treated, they can be different.
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Table 3
Current practice in empirical corporate finance: Control variables

A. Most-common control variables

Profitability =~ Value  Leverage Investment Payout Cash  ALL

Firm size 81% 84% 87% 64% 80% 82% 79%
Profitability 21% 51% 73% 58% 65% 64% 53%
Value 33% 7% 66% 59% 54% 52% 45%
Leverage 38% 54% 20% 35% 45% 46% 38%
Investment 18% 54% 25% 13% 20% 39% 27%
Asset tangibility 9% 13% 52% 13% 12% 20% 21%
Firm age 23% 23% 11% 14% 14% 13% 17%
Growth 6% 17% 8% 18% 17% 10% 12%
Volatility 9% 15% 12% 4% 14% 13% 10%
Dividends 6% 11% 10% 4% 12% 33% 10%

B. Proxies for firm size

Profitability =~ Value  Leverage  Investment Payout Cash  ALL

log(Total assets) 41% 55% 44% 35% 40% 53% 44%
log(Sales) 11% 11% 22% 8% 7% 14% 13%
log(Market value) 17% 7% 6% 7% 15% 5% 9%
Above measures, unlogged 4% 3% 3% 2% 5% 1% 3%
Other 3% 3% 5% 6% 6% 5% 5%
Multiple size controls 5% 4% 6% 6% 5% 5% 5%
None 19% 16% 13% 36% 20% 18% 21%

The table reports statistics on the usage of control variables in corporate finance regressions (of the categories
shown) in the Journal of Finance, Journal of Financial Economics, and Review of Financial Studies between
2000 and 2018. Panel A reports usage rates of the 10 most commonly used control variables. Panel B reports
usage rates of different measures of firm size as control variables.

are also common dependent variables: profitability (53% usage), firm value
(45%), leverage (38%), and investment (27%).!! The lack of consistency of
control variable usage is compounded by the fact that many different proxies
are used for each type of control variable, a source of variation not reported in
panel A.

Because firm size is by far the most used control variable, panel B of Table 3
further delineates which measures of size are used. Panel B demonstrates the
lack of standardization in size control usage. The most widely used measure
of size is log(total assets), which is used in 44% of the regressions and is used
most frequently in each of the six categories. The next two most prevalent size
controls are log(sales) and log(market value), at 13% and 9%, respectively.

1.4 Variability in other methodological decisions

Researchers routinely face a number of other methodological decisions when
testing hypotheses. The appropriate method for each decision ideally depends
on the theory underlying the test or the nature of the data, but at times theory
might be silent on a decision, or multiple theoretically acceptable alternatives

Sometimes a category of regression also includes a control variable of the same category. The most common
reason for this is the inclusion of a lagged value of the dependent variable as an explanatory variable. In other
cases, the control is an industry average or the control represents a different aspect of the dependent variable
(e.g., a control for capital expenditures when the dependent variable is R&D).
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might be available. In Table 4, I report statistics on the alternatives chosen for
many common decisions in my sample of articles.

Panel A of Table 4 reports statistics on industry inclusion. All industries are
included in 46% of all regressions and 34% of those from 2016 to 2018. All
other regressions exclude at least one industry from the sample, most commonly
financial firms.

Panel B of Table 4 deals with the functional form of the key explanatory
variable; that is, of the variable representing the primary hypothesis in each
regression. Across all regressions, 55% of these variables are continuous
and not logged, while 6% are continuous and logged. The remaining key
explanatory variables are in dummy variable form, either naturally occurring
dummy variables (25%) or dummy variables created from continuous variables
(14%).

Panel C of Table 4 reports statistics on whether the explanatory variable
is lagged by one period in the regression. Across all regressions, the
contemporaneous explanatory variable is used 62% of the time, the explanatory
variable is lagged 26% of the time, and both results are reported 4% of the time.

The next two panels in Table 4 deal with decisions on outlier treatment.
Panel D reports the frequency with which researchers retain, winsorize, or trim
outliers. The most common decision is to winsorize outliers, which is done in
48% of cases overall, and 62% of cases from 2016 to 2018. Across the entire
sample, retaining outliers occurs almost as frequently as winsorizing, at 43%,
and trimming outliers is less common, at 9%. Panel E reports the percentiles
at which outliers are treated, conditional on outliers being either winsorized
or trimmed. Cutoffs at the 1st and 99th percentiles are the most common, at
75% usage on average, but many other cutoffs, ranging from 0.5th/99.5th to
10th/90th, are used as well.!?

Panel F of Table 4 reports statistics on the functional form of the dependent
variable. Logging the dependent variable is uncommon in most categories,
but in 25% of value regressions and 18% of cash regressions the dependent
variable is logged. Payout regressions are unique in that the dependent variable
is frequently a dummy variable.

Panel G of Table 4 addresses how ratio dependent variables are constructed
when the ratio has a flow variable in the numerator and a stock variable in
the denominator. The question for flow/stock variables is what denominator
to use: the end-of-year measure, the beginning-of-year measure, or an average
of the two. This is an issue primarily for profitability, investment, and payout
regressions, although it occasionally arises in the other categories. Panel G
shows that the end-of-year denominator is used most frequently (62% overall),
with the beginning-of-year denominator used somewhat frequently (33%), and
an averaged denominator used less frequently (4%).

Adams et al. (2019) discuss how outliers are treated in the finance literature and offer guidance for dealing with
outliers.
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Table 4
Current practice in empirical corporate finance: Other methodological decisions

ALL
Profitability Value Leverage Investment Payout Cash ALL (2016-18)

A. Industry inclusion

All 60% 52%  38% 39% 46% 30% 46% 34%
All except financial and utility 16% 28%  33% 34% 37% 46% 30% 34%
All except financial 13% 15% 17% 16% 14% 15% 15% 14%
Manufacturing only 3% 2% 6% 7% 1% 6% 4% 7%
Other 8% 4% 6% 5% 2% 3% 5% 11%

B. Key explanatory variable form

Continuous—not logged 54% 59%  54% 56% 58% 51% 55% 51%
Dummy—naturally occurring 23% 20%  26% 25% 24%  32% 25% 30%
Dummy—created from continuous 15% 15% 13% 14% 16% 14% 14% 13%
Continuous—logged 8% 6% 7% 5% 2% 4% 6% 5%

C. Lag on explanatory variable

Contemporaneous 58% 63% 65% 61% 67% 66% 62% 61%
Lagged 32% 19% 24% 30% 23% 16% 26% 30%
Both 4% 3% 3% 5% 3% 5% 4% 2%
Unclear 7% 15% 7% 4% 7% 13% 8% 7%

D. Outlier treatment

Winsorize 49% 38% 48% 50% 49% 56% 48% 62%
Retain 43% 49% 43% 40% 47% 36% 43% 34%
Trim 8% 13% 9% 9% 4% 8% 9% 4%

E. Outlier cutoffs

1st/99tth 74% 65%  15% 78% 82% 82% 15% 79%
5th/95th 9% 15% 5% 7% 6% 1% 8% 9%
0.5th/99.5th 5% 4% 8% 6% 2% 1% 6% 5%
2.5th/97.5th 3% 1% 2% 3% 4% 4% 3% 1%
2nd/98th 3% 2% 1% 0% 2% 0% 1% 1%
3rd/97th 1% 0% 1% 1% 0% 0% 1% 1%
10th/90th 1% 1% 0% 1% 0% 0% 1% 0%
Other/Not specified 4% 12% 8% 4% 4% 0% 6% 4%

F. Dependent variable form

Continuous—not logged 97% 75% 91% 90% 73% 82% 81% 89%
Continuous—logged 2% 25% 8% 9% 4% 18% 10% 10%
Dummy 0% 0% 1% 2% 2% 0% 3% 0%

G. Denominator on flow/stock dependent variables

End of year 70% 89%  40% 50% 76% 55% 62% 59%
Beginning of year 21% 11%  56% 49% 24% 41% 33% 37%
Averaged 9% 0% 4% 1% 0% 5% 4% 3%

H. Industry dummy definition

2-digit SIC 24% 23% 29% 23% 19% 29% 25% 17%
Fama-French 12% 19% 21% 16% 14% 12% 16% 20%
3-digit SIC 8% 5% 13% 12% 12% 10% 10% 12%
1-digit SIC 3% 4% 4% 3% T% 2% 4% 2%
4-digit SIC 2% 5% 5% 2% 5% 2% 4% 4%
NAICS 1% 0% 4% 2% 2% 0% 2% 2%
Other 8% 8% 6% 7% 7% 14% 8% 10%
Not specified 41% 38% 18% 34% 33% 31% 32% 34%

The table reports the percentage of articles using various methodological alternatives in corporate finance
regressions (of the categories shown) in the Journal of Finance, Journal of Financial Economics, and Review of
Financial Studies between 2000 and 2018.
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Finally, panel H of Table 4 addresses the issue of what industry definitions
are employed when regressions use industry fixed effects. About 46% of the
papers in the sample (51% from 2016 to 2018) use industry fixed effects in at
least some specifications. Across the entire sample, the most commonly used
industry definitions are two-digit SIC, and the second most commonly used
industry definitions are Fama-French, with Fama-French definitions slightly
higher in popularity between 2016 and 2018.'> However, the exact rates of
usage are uncertain because 32% of papers using industry fixed effects are
unclear about the industry definition used.

My survey of the literature does not cover all possible methodological
decisions. Other important issues include instrumental variable selection
(Harvey 2017), the use of interaction terms (Christensen and Miguel 2018)
or subsamples (Gelman and Loken 2014), the time period to include in the
sample, and the choice of estimation method (Harvey 2017).

1.5 Motivation for methodological decisions

The wide variety of methodologies documented in Tables 1, 3, and 4 raises
the question of the motivation of researchers in choosing one methodological
alternative over others. Methodological variation is helpful to the extent that
researchers use different methods to accommodate specific theories. Different
situations can imply different optimal procedures for outlier treatment,
transforming variables, and other decisions. However, if researchers are not
guided by theory, then methodological variation may simply add noise to
the research process. To obtain some understanding of how researchers make
these decisions, I study the sample of articles to determine whether authors
provide explanations for their methodological decisions. I report whether
authors provide a specific explanation for the decision, say that their decision
follows prior literature, or provide no explanation for their decision. I do not
attempt to evaluate the validity of the reasons stated.

Table 5 shows that for many methodological decisions, a large majority of
articles provide no reason for the decision. For example, row 1 shows that
when selecting a proxy for the dependent variable, authors state a reason for
their selection 10% of the time, say that they follow prior literature 13% of the
time, and provide no reason 78% of the time. Row 2 shows that in 63% of the
cases in which firm size is included as a control variable, no explanation is given
for doing so, and row 3 shows that in 92% of the cases, no explanation is given
for the particular size proxy chosen.'* Notably, row 7 shows that researchers
convert continuous key explanatory variables to dummy variables in 131 cases,
yet they state no reason for doing so 81% of the time, despite the fact that

Among papers using Fama-French definitions, 48 industries is the most common level of aggregation.

Kurshev and Strebulaev (2015) note, “Firm size has become such a routine control variable in empirical corporate
finance studies that it receives little or no discussion in most research papers, even though it is not uncommon
among the most significant variables.” See also Lev and Sunder (1979).
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Table 5
Current practice in empirical corporate finance: Explanations of methodological decisions
Number Specific Follows No
Related of reason prior reason
Methodological decision table occurrences stated literature stated
(1) Why is the particular proxy for the 1 954 10% 13% 78%
dependent variable used?
2) Why is firm size included as a 3A 755 18% 19% 63%
control variable?
(3)  Why is the particular proxy for firm 3B 755 1% 7% 92%
size used?
4) Why are financial firms excluded? 4A 429 28% 16% 56%
) Why are utilities excluded? 4A 290 27% 18% 54%
(6)  Why is the key explanatory 4B 53 26% 11% 62%
variable logged?
7 Why is a continuous key 4B 131 15% 4% 81%
explanatory variable converted
to a dummy variable?
(8)  Why is the explanatory variable 4C 263 50% 12% 38%
lagged?
(©) Why is the particular method of 4D 542 1% 4% 94%
outlier treatment used?
(10)  Why are the outlier cutoffs chosen? 4E 542 1% 4% 95%
(11) Why is the dependent variable 4F 100 29% 18% 53%
logged?
(12) Why is the beginning-of-year 4G 150 7% 17% 77%
denominator used on flow/stock
variables?
(13)  Why is the particular industry 4H 275 3% 3% 94%

dummy definition chosen?

The table reports statistics on explanations given by authors for methodological decisions. Data come from 604
articles (including 954 regressions) in the Journal of Finance, Journal of Financial Economics, and Review of
Financial Studies between 2000 and 2018.

doing so discards valuable information. Rows 10 and 11 show that researchers
explain their decisions for outlier treatment and outlier cutoffs less than 10%
of the time.

Thus, the available information suggests that a lack of theoretical guidance
leaves a great deal of latitude for methodological choices in corporate finance.
Of course, it is possible that authors omit explanations not for a lack of
theoretical basis, but simply to avoid explaining what they view as routine
or unimportant, or to reduce the length of a paper. On the other hand, even
when authors provide theoretical explanations, it does not necessarily mean
that theory restricts them to only one possible method. In any case, it should
be emphasized that the absence of theoretical explanations does not imply
unethical research practices. It does imply that research in corporate finance
often requires choices among equally acceptable and defensible methodological
alternatives. This methodological flexibility creates a challenge for inference,
even among highly principled researchers.

1.6 Trends in methodological practice

Figure 2 shows trends in methodological decisions over time. I do not report
trends for all of the decisions covered in Tables 1, 3, and 4, because many
of the patterns are not particularly notable. Panel A shows usage rates for the
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most commonly used denominators (total assets, sales, market value) across
all dependent variables in the sample (for regressions that have ratio dependent
variables). It shows that total assets is the most commonly used denominator,
especially in the last decade of the sample. Panel B reports size control usage
conditional on a regression controlling for firm size. It shows that over time
the literature has become more consistent in its use of log(total assets) as a size
control. Panel C shows trends in the percentage of studies that exclude financial
firms or utilities. These percentages have remained relatively stable over time;
the literature has not reached a consensus on exclusion of these industries.
Panel D shows that the practice of winsorizing variables has become more
consistent over time. While the percentage of papers winsorizing data was
usually below 20% in the earlier years of the sample, the percentage trended
upward over the years to as high as 75% in 2016. Panel D also shows increasing
consistency regarding outlier cutoffs. In more recent years, over 70% of studies
that treat outliers (either by winsorizing or trimming) do so at the 1st and 99th
percentiles.

1.7 Most common methodology

Based on the data reported in Tables 1, 3, and 4, I specify the “most
common methodology” as consisting of the following points: Use the most
common dependent variable. Include all control variables that are used in
a majority of regressions. Use log(total assets) as the size control. Include
all industries in the sample. Do not log the explanatory variable. Use the
contemporaneous explanatory variable. Winsorize non-indicator variables at
the 1st/99th percentiles. Do not log the dependent variable. Use the end-of-
year denominator on flow/stock dependent variables. Finally, when controlling
for industry, use two-digit SIC dummies. These decisions serve as the baseline
methodology for the tests in the next section.

2. Methodology and Statistical Significance

In this section I evaluate the impact of methodological variation on the statistical
significance of coefficients from corporate finance regressions.

2.1 Data and summary statistics

I use data from the Compustat database for the dependent variables and control
variables in my analysis. Compustat data are used in 77% of the articles in my
sample. To avoid back-filling bias, I exclude observations prior to 1963, and
I require that a firm appear in the dataset for two years before including it in
the sample. The resulting dataset includes over 400,000 firm-year observations

Because Figure 2 is influenced by the composition of the sample, I also plot the trends for each category of
regression separately (not reported). The trends are more erratic due to smaller sample sizes, but with a few
exceptions, they follow the patterns shown in the sample as a whole.

546

220z fienuep gz uo Jasn uiwpy 100y Aleiqi] ABojouyos] % sousiog [euoneN Aq €001/ 19/.2S/Z/SE/e1onle/s1/woo dno olwapeoe//:sdiy Woll papeojumo(]



Methodological Variation in Empirical Corporate Finance

between 1963 and 2018, although the number of available observations varies
for different variables. Definitions of the Compustat variables are in Appendix
Table A1, and summary statistics are in Appendix Table A2.

2.2 Changes in 7-statistics
To assess the impact on statistical significance from using alternative methods,
I perform panel regressions of the following form:

yijl=a+,3xijt+zl,‘j1¢+yj+81+8ijta (1)

where y;;; is one of the dependent variables for firm i of industry j in year
t,x;j; is a hypothesized determinant of y, and z;;; is a set of firm-level control
variables. The term y; represents a set of industry fixed effects, and the term
8, represents a set of year fixed effects. In some specifications, the industry
fixed effects are replaced by firm fixed effects, y;. The coefficient of interest in
the regression is B. In particular, we want to observe how the ¢-statistic on
changes when changing methods. The standard errors are clustered at the firm
level. By testing a large number of hypothesized explanatory variables, I can
measure the average effect of different methodological changes on ¢-statistics.

2.2.1 Purely random explanatory variables. I begin by testing randomly
generated explanatory variables. Before proceeding with the tests, it is
important to understand how much z-statistics should be expected to change
when changing methods. To see this, define the random variable U as the ¢-
statistic on 8 using the most common methodology, and the random variable
V as the ¢-statistic on § using the same explanatory variable but an alternative
method. With randomly generated explanatory variables, U and V are each
asymptotically distributed as the standard normal. Then define the random
variable W=V — U that is, W is the difference in the ¢-statistic on 8 when
using an alternative method compared to the most common methodology (on
the same explanatory variable). The distribution of the changes in ¢-statistics
is given by:

W N(uy — iy, 0} +op —20yv). ()

In the limit, with U and V each having the standard normal distribution, we
have:

W~ N(@0,2—-20yv), 3)

so that the distribution of changes in #-statistics depends upon the covariance
between U and V.

Here it is helpful to consider two extreme possibilities. One extreme
possibility is that U and V are identical, so that oy =1, giving W a variance of
zero. In this case there is no difference in z-statistics when using the alternative
method as compared to the most common methodology, which would occur
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when the methodological change is innocuous, causing little or no change to
the data underlying the regression. As a hypothetical example, if the alternative
method consisted of rounding the explanatory variable to the second decimal
place, then we would expect a change in the ¢-statistic of approximately zero
when changing the method.

A second extreme possibility is that U and V are independent, so that oy =0,
giving W a variance of two. In this case there is no relation between the
t-statistics using the alternative method as compared to the most common
methodology, which would occur if the methodological change were very
disruptive to the data underlying the regression. As a hypothetical example,
if the alternative method consisted of replacing the explanatory variable with
a new randomly generated variable, then the ¢-statistic from the alternative
method would be an independent draw from the distribution of ¢-statistics. In
this case, the expected change in the f-statistic can be found by the mean
absolute deviation (M AD) of the distribution of changes in the z-statistic.
Because W is normally distributed, the M AD of W when oyy =0 is given
by (e.g., Geary 1935):

2 2
MADW=\/;GW=,/;(2)=1.13. )

In summary, if an alternative method is completely benign, the expected
change in the f-statistic from changing the methodology is approximately
zero. Alternative methods that disrupt the underlying data will have expected
absolute changes in the ¢-statistic that are greater than zero and as high as 1.13.
When the alternative method is so disruptive to the underlying data that the
alternative regression is essentially independent of the original regression, then
the expected absolute change in the 7-statistic will be closer to 1.13. Thus, by
empirically calculating average changes in ¢-statistics from making a particular
methodological change (across many hypothesized explanatory variables), we
can infer how disruptive the methodological change is by observing where the
average absolute change in the 7-statistic lies between zero and 1.13.1°

To proceed with these tests, I randomly generate normally distributed
explanatory variables by randomly selecting a mean between 10 and 100 and
a standard deviation between 1 and 10. To assess the level of impact of each
methodological decision, I first perform a baseline regression for each randomly
generated explanatory variable, using the most common methodology. Then I
perform 14 iterations of the same regression, in each iteration switching one and
only one of 14 binary methodological decisions. By observing the ¢-statistic on
the randomly generated explanatory variable in each iteration of the regression,
I can assess the impact of each methodological decision on the statistical

M ADyy can be greater than 1.13 when o7y <0, but 1.13 is an appropriate upper benchmark for these purposes
as it occurs when the two sets of 7-statistics are unrelated.
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significance of the key explanatory variable. I repeat this procedure for 1,000
randomly generated explanatory variables for each category of regression.

For purposes of comparison, I also report results for two extreme changes
to the data, based on the earlier discussion. In the first, which I refer to as
the “disruptive benchmark,” I replace the explanatory variable with a new
randomly generated explanatory variable. In the disruptive benchmark, the
new explanatory variable would be expected to have no relation to the original
explanatory variable, so that oy =0 and the expected change in the ¢-statistic
would be approximately 1.13, as discussed earlier. In the second, which I refer
to as the “innocuous benchmark,” I round the explanatory variable to the second
decimal place. In the innocuous benchmark, the regressions change very little,
sothatoyy =1 and the expected change in the 7-statistic would be approximately
zero, as discussed earlier.

Summary statistics for the z-statistics generated from all of the regressions
performed in the simulations (for the two benchmarks and the 14
methodological iterations) are reported in panel A of Appendix Table A3. The
statistics confirm that the 7-statistics are distributed as the standard normal, with
mean ¢-statistics always close to zero and standard deviations of ¢-statistics
always close to one. These statistics also confirm that the randomly generated
variables are significant as often as would be expected, about 10% of the time
at the 10% level, 5% of the time at the 5% level, and 1% of the time at the 1%
level (though somewhat less often with firm fixed effects).

Table 6 reports the average changes in #-statistics when changing
methodology, with panel A reporting results for industry fixed effects and
panel B for firm fixed effects. Each row of data in the table corresponds to one
methodological decision. Each number in the row reports the average absolute
change in the 7-statistic when changing the indicated decision. The results
in columns 3 through 9 report results for the randomly generated normally
distributed explanatory variables. As an example of interpreting the numbers
in the table, in panel A, the number in row 2 of column 3 indicates that in
profitability regressions, on average, across 1,000 randomly generated normally
distributed explanatory variables, the ¢-statistic on the explanatory variable
changes by 1.11 in absolute value when switching from winsorizing outliers
(the most common method) to retaining outliers. Column 9 reports averages
across all six categories of regressions (6,000 explanatory variables total). The
decisions are listed in the table in order from most impactful to least impactful,
based on column 9.

Row 1 of panel A of Table 6 shows that the disruptive benchmark performs
as expected—when switching to a completely new explanatory variable, the
average absolute change in the ¢-statistic is close to 1.13 in all categories
of regressions. Row 2 shows that the methodological decision with the most
impact on t-statistics is the decision of whether to winsorize outliers. The
impact of outlier treatment is almost as large as the disruptive benchmark for
all categories of regressions except for cash regressions. Rows 3 and 5 show
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that dependent variable choice also has a large impact on ¢-statistics, inducing a
change of (.73 on average when switching to the next most common dependent
variable with a different denominator, and 0.67 when switching to the next most
common dependent variable with a different numerator (across all categories
of regressions). Other decisions having a large impact include lagging the
explanatory variable (0.71 on average), logging the dependent variable (0.66),
and trimming outliers (0.60). The next three decisions listed have a moderately
high impact on ¢-statistics, including converting the explanatory variable to a
dummy (0.49), changing outlier cutoffs (0.47), and lagging the denominator
of flow/stock dependent variables (0.47). Clearly, given a typical threshold for
significance of || > 1.96, many of these decisions have a substantive impact on
whether coefficients are considered significant or not. The other decisions—
switching the size control, excluding financial firms, adding a control variable,
changing industry definitions, logging the explanatory variable—generally do
not have as great of an impact on 7-statistics, although there are occasionally
specifications for which the impact is larger. Finally, row 16 of panel A shows
that the innocuous benchmark performs as expected, with an average change
of 0.00 when rounding the explanatory variable.

In columns 10 through 12 of Table 6, I report additional tests using different
types of explanatory variables. For brevity, [ report results only for all categories
of regressions combined. Column 10 reports results for lognormally distributed
variables, which I create by randomly selecting a mean between 0 and 1 and
a standard deviation between 0 and 1. Column 11 reports results for dummy
variables, which I create as an indicator that equals one if the observation
is above a randomly selected cutoff on a uniform random variable on the
interval (0,1) and zero otherwise. Column 12 reports results for difference-in-
differences (DD) variables, which I create with a procedure following Bertrand,
Duflo, and Mullainathan (2004).!7 With a few exceptions, the results for
the other types of variables are similar to those for the normally distributed
variables. Similarly, the results for firm fixed effects (panel B) are not markedly
different from those using industry fixed effects.!®

2.2.2 Quasi-random explanatory variables. As an alternative to purely
random explanatory variables, I create explanatory variables by randomly
combining data items from Compustat. The procedure for creating these
explanatory variables follows from Yan and Zheng (2017) and Chordia, Goyal,
and Saretto (2020), who use random Compustat items to test hypothetical
trading strategies. I create ratio explanatory variables by randomly selecting a
numerator from one of 173 data items from Chordia, Goyal, and Saretto (2020)

Brodeur, Cook, and Heyes (2020b) document the extent of p-hacking and publication bias in articles using causal
identification techniques such as DD.

Cells left blank are those for which a particular specification does not apply.
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and then randomly selecting a denominator from one of 15 scaling variables
from Yan and Zheng (2017). For each category of regression, I do not allow
numerators that have obvious correlations with the dependent variable. For
example, I do not allow measures of dividends (Compustat codes dv, dvc,
dvp, dvpa, dvt) in payout regressions, and I do not allow measures of cash
(ch, che, chech) in cash regressions. I create 1,000 such explanatory variables
for each category of regression, and I repeat the procedures for testing the
impact on ¢-statistics for each alternative method.

In contrast to the purely random explanatory variables, the quasi-random
variables are created from actual firm-level data, so we would expect frequent
correlations between explanatory variables and dependent variables, even
though the Compustat data items are selected randomly. Because of these
underlying correlations, the distribution of #-statistics is no longer the standard
normal, and the expected change in ¢-statistics is no longer bounded by 1.13.
Panel B of Appendix Table A3 reports summary statistics for the ¢-statistics
from all regressions performed in these tests. The statistics confirm that the
mean ¢-statistic varies from zero and that the standard deviation of 7-statistics is
much higher than one. Additionally, panel B shows that, across all regressions
performed, over 70% of the coefficients on the quasi-random variables are
statistically significant at the 10% level.

The results of these tests are reported in Table 7. For brevity, I report results
only for firm fixed effects, given that Table 6 showed results are similar with
either firm or industry fixed effects. The decisions are again listed from most
impactful to least impactful. Table 7 shows that the average change in -
statistics for the various methodological changes is much higher when using
Compustat explanatory variables. For example, row 1 shows that the decision
to winsorize or retain outliers is the most impactful (as in Table 6), but the
average absolute change in the #-statistic is 9.20, almost 10 times the size of the
effect for purely random explanatory variables. As a point of comparison, the
average absolute changes reported in row 1 are about the same magnitude as the
average (absolute value) 7-statistics across all regressions in the simulation (see
Appendix Table A3). Across all types of regressions, with the exception of the
decision on excluding financial firms (row 13), the impact of every decision is
at least three times the size of the effect for purely random variables, and often
much greater. Table 7 illustrates that the impact on #-statistics from changes
in methods can be much larger when the explanatory and dependent variables
have underlying correlations, as opposed to when they are constructed to be
independent, as in Table 6.

2.2.3 Actual hypothesized explanatory variables. I also test the effect of
methodological changes on ¢-statistics for coefficients on actual variables from
the existing literature. In this analysis I focus on leverage regressions, compiling
a set of 65 variables that have been proposed as determinants of leverage in
other articles. These determinants are taken from a large set of studies, and
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Methodological Variation in Empirical Corporate Finance

for brevity I do not discuss every determinant. A complete list of determinants
with associated references is available in Table 10, and most of the variables
are discussed in more detail in Titman and Wessels (1988), Frank and Goyal
(2009), and Fukui, Mitton, and Schonlau (2020).19 Of the 65 variables, 49 are
continuous variables and 16 are dummy variables. I test the variables in the
same manner as the tests in Tables 6 and 7, with firm fixed effects. Panel C
of Appendix Table A3 reports summary statistics of the 7-statistics generated
from these tests.

The results of these tests are reported in Table 8. Column 3 reports average
absolute changes in 7-statistics for continuous variables, while results for
dummy variables are reported in column 4, and combined results are reported
in column 5. Row 1 shows that the most impactful methodological decision in
these tests is the decision to use the most common dependent variable (total
debt/total assets) or the next most common variable with a different denominator
(total debt/market value of assets). Across all 65 leverage determinants tested,
the decision of whether to use book leverage or market leverage changes
the 7-statistic on the coefficient for the determinant by 3.91, on average. The
magnitude of this average change is comparable to the average (absolute value)
t-statistics across all regressions in the simulation, which is 4.80 for continuous
explanatory variables and 2.64 for dummy explanatory variables (see Appendix
Table A3). Rows 2 and 3 show that decisions on winsorizing outliers and
converting explanatory variables to dummy variables also have effects well
above 3.00. In general, the impact of methodological decisions in these tests
is greater than those for purely random explanatory variables (Table 6), but
smaller than those for quasi-random variables created from Compustat items
(Table 7).

2.3 Cumulative effects of methodological flexibility

I now evaluate the cumulative effect of multiple methodological decisions on
the probability that a random hypothesis can be found statistically significant.
With no methodological flexibility, a random hypothesis should be found
significant about 10% of the time at the 10% level of significance. But if
a random hypothesis is tested multiple times with multiple methodologies,
then the probability that at least one of those methodologies will produce
a significant coefficient rises above 10%, with the probability increasing
more when the methodological variations are more disruptive to the original
regression. I consider a setting in which researchers are given progressively
more discretion over the methods that they choose, and ask whether a
given level of methodological discretion would allow a randomly generated

Many researchers graciously shared data that are used in this analysis. I have benefited from data used in many
of the papers listed in Table 10 as well as data used in Hirsch and Macpherson (2003), Lovett, Peres, and Shachar
(2014), Benmelech and Frydman (2015), Bonica (2016), Cain, McKeon, and Solomon (2017), Volkova (2018),
and Harford, Schonlau, and Stanfield (2019).
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Table 8
Changes in ¢-statistics when changing methods: Proposed determinants of leverage
(e)) (@) (3) (€} (5)
Continuous Dummy
Most common method Alternative method variables variables ALL
(1) Most common dependent Next most common with 4.68 1.56 391
variable different denominator
2) Winsorize outliers at Retain outliers 4.30 2.02 3.74
1st/99th
3) Continuous explanatory Convert the explanatory 3.72 3.72
variable variable to a dummy
(@) Winsorize outliers at Winsorize outliers at 2.24 0.59 1.83
1st/99th 5th/95th
5) Most common dependent Next most common with 2.05 0.92 1.77
variable different numerator
(6) Contemporaneous Lagged explanatory variable 1.61 0.81 1.41
explanatory variable
7 Level dependent variable Logged dependent variable 1.45 1.13 1.37
®) Level explanatory variable Logged explanatory variable 1.10 1.10
) Winsorize outliers at Trim outliers at 1st/99th 1.20 0.32 0.99
1st/99th
(10) Most common size control Second most common size 0.61 0.86 0.67
control
(11) Include all industries Exclude financial firms 0.28 0.25 0.27
(12) All control variables with Add next most common 0.30 0.17 0.26

majority usage control variable

The table reports the average absolute change in the r-statistic for explanatory variables when changing
methodological decisions. The explanatory variables are proposed determinants of leverage from the literature,
with 49 continuous variables tested in column 3 and 16 dummy variables tested in column 4. For a list of the
variables tested, see Table 10. The reported number in each cell is the average absolute change in the 7-statistic
across all explanatory variables when the methodology switches between the most common method and the
alternative method indicated, holding all other decisions at the most common methodology. The explanatory
variables come from a variety of sources, and all other data come from the Compustat database for the years
1963 to 2018. Each regression includes year fixed effects and firm fixed effects. Standard errors are clustered at
the firm level.

hypothesis to be found statistically significant with at least one methodological
combination.?® I randomly generate normally distributed explanatory variables
and perform regressions as in Equation 1 with firm fixed effects.?! I begin with
the case of no methodological discretion, in which only the most common
methodology is used. Then I cumulatively allow discretion over additional
binary decisions up to a maximum of 10 decisions. I repeat this procedure for
1,000 randomly generated variables for each category of regression, and report
the percentage of the 1,000 variables that can be found statistically significant
with at least one methodological combination under the different levels of
methodological flexibility.

See Simmons, Nelson, and Simonsohn (2011) for a similar experiment from the psychology literature.

A similar analysis could be conducted with industry fixed effects or using different types of randomly generated
explanatory variables. However, given that Table 6 reports similar impacts from all of these specifications, I limit
my analysis in Table 9 to normally distributed explanatory variables and firm fixed effects for brevity. Also, I do
not repeat this analysis with quasi-random Compustat variables or actual leverage determinants because most
of those variables (84% of the quasi-random variables and 51% of the leverage determinants) are statistically
significant using the most common methodology.

556

220z fienuep gz uo Jasn uiwpy 100y Aleiqi] ABojouyos] % sousiog [euoneN Aq €001/ 19/.2S/Z/SE/e1onle/s1/woo dno olwapeoe//:sdiy Woll papeojumo(]



Methodological Variation in Empirical Corporate Finance

Table 9 reports the results of these simulations, with each panel of the table
corresponding to a different category of regression, as noted. The percentages
in the table indicate the percentage of randomly generated hypotheses for
which statistical significance can be found with at least one combination of
allowed methods. For example, in the profitability regressions in panel A, the
first column reports the percentage of random hypotheses for which statistical
significance can be found when no alternative methods are allowed; that is,
when only the most common methodology is used. Panel A shows that when
only one method is used, random hypotheses are found to have a significant
relation with profitability 8% of the time at the 10% level, 4% of the time at the
5% level, and 1% of the time at the 1% level. These percentages are reasonably
close to the percentages that would be expected due to random chance, and
follow a similar pattern in all six panels of the table.

In the next column to the right in Table 9, one alternative method is allowed—
researchers can use the second most common dependent variable instead of the
most common dependent variable. In profitability regressions, this allows 15%
of random hypotheses to be found significant at the 10% level, 7% at the 5%
level, and 1% at the 1% level. In the next column to the right, two alternative
methods are allowed—researchers can use the second most common dependent
variable, and they can add the next most common control variable. (Note that
the allowed methods are cumulative moving from left to right in the table.) In
profitability regressions, giving discretion over two decisions allows 19% of
random hypotheses to be found significant at the 10% level, with 8% at the 5%
level, and 2% at the 1% level.

The columns in Table 9 proceed in this fashion until the final column in
the table in which researchers have discretion over 10 binary methodological
decisions. In this case, for each randomly generated hypothesis, I search for a
combination of all 10 binary decisions that allows the hypothesis to be found
statistically significant. In the case of profitability regressions, this amount of
flexibility allows 100% of random hypotheses to be found significant at the 10%
level, with 90% at the 5% level, and 36% at the 1% level. Results are similar for
the other categories of regressions. In all six panels, at least 90% of hypotheses
can be found significant at the 10% level, with significance at the 5% level
ranging from 60% (for payouts) to 90% (for profitability), and significance at
the 1% level ranging from 17% (for value) to 36% (for profitability).

It is important to recognize that the coefficients from the individual
regressions performed in these simulations are still not significant any more
than 10% of the time at the 10% level. The summary statistics of the ¢-statistics
from the simulations, reported in panel D of Appendix Table A3, demonstrate
this. But since the methodological variation allows for many regressions to
be run for each hypothesis (up to 1,024 in the case of 10 decisions), each
hypothesis can be significant more than 10% of the time at the 10% level. The
extent to which the percentages in Table 9 are greater than 10% is driven by
how disruptive the decisions are to the underlying data.
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Figure 3

Random hypotheses that are significant with at least one methodology

The percentage of randomly generated hypotheses that can be shown to be statistically significant determinants
of corporate finance outcomes with at least one methodological combination, given discretion over binary
methodological decisions. Based on Compustat data from 1963 to 2018. The figure combines results for all
categories of regressions (profitability, value, leverage, investment, payout, cash) as reported in Table 9. For
explanations of the decisions allowed at each step, see Table 9.

Figure 3 displays the results of Table 9 graphically, with the results for all six
categories of regressions combined. The left end of the figure shows that with no
methodological discretion, roughly 10% of random hypotheses are significant
at the 10% level, with about 5% at the 5% level, and about 1% at the 1%
level. These percentages increase from left to right as greater methodological
discretion is allowed, with steeper increases corresponding to points where
more-impactful decisions are allowed.

As mentioned earlier, the results in Table 9 demonstrate that reporting
statistical significance can be enabled by methodological variation, but the
percentages do not represent probabilities that a randomly selected hypothesis
could be credibly supported. Robustness testing, multiple approaches to testing,
requests for additional tests by referees and editors, and the possibility of
replication by other researchers all help ensure that spurious findings are not
reported. In the next section, I discuss robustness checks and other remedies
that can mitigate the negative effects of methodological variation.

3. Proposed Remedies

3.1 Robustness checks

Robustness checks are commonly used to ensure that reported results are not
dependent upon a particular methodology. When a given hypothesis is required
to be statistically significant across multiple specifications, it reduces the
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probability of a hypothesis being presented as a statistically significant result.
Figure 4 shows to what degree robustness checks reduce the probability of
finding statistically significant hypotheses.  use data from the same simulations
as in Table 9, with Compustat data from 1963 to 2018, with 10 methodological
decisions allowed, and with 1,000 randomly generated explanatory variables
for each category of regression (with 6,000 total represented in the figure).
The first set of points on the left of Figure 4 shows what percentage of
random hypotheses can be shown statistically significant with at least one
methodological combination when researchers have discretion over all 10
methodological decisions. As the points move from left to right, researchers
still have discretion over the 10 decisions, but they are also required to show
that the results are robust to changes in increasing numbers of the 10 decisions.

Three key points are illustrated in Figure 4. First, when a modest number of
robustness checks is required, it remains relatively easy to find a combination
of methodologies that allows for reporting significant results (the assumption
in the figure is that researchers choose which robustness checks to report).
Second, as the number of required robustness checks increases, the probability
of finding significant results decreases at an increasing rate. Third, the number of
hypotheses that can be shown significant eventually trends toward zero (below
the baseline of 10%/5%/1%) as increasing numbers of robustness checks are
required. The figure stops at 10 robustness checks—at which point random
hypotheses can be shown significant 3% of the time at the 10% level, 1% of
the time at the 5% level, and 0% of the time at the 1% level—but increased
numbers of robustness checks would further reduce the probability of finding
significant hypotheses.

Figure 4 illustrates one drawback of robustness checks: while they clearly
reduce the probability of false positive findings, if required excessively and
indiscriminately they can also lead to false negative findings.??> Only rarely
can a hypothesis survive every reasonable robustness check. Indeed, Harvey
(2019) warns of “reverse p-hacking,” or the potential to find specifications
that contradict any hypothesis if one tries hard enough. To illustrate typical
levels of robustness for variables in the corporate finance literature, I return to
the set of 65 determinants of leverage considered in Table 8. I test each of the
determinants in firm fixed effects and industry fixed effects specifications, using
all combinations of methods as listed in Table 9, excluding the two methods
that do not apply with dummy explanatory variables. I record the ¢-statistics
for each proposed determinant across all 512 possible specifications, and report
the percentage of specifications for which the coefficient is of the expected sign
and significant at the 10% level or higher. In these tests I am not replicating
the individual methodologies used in each of the papers that propose these
determinants of leverage; I am imposing the same combinations of methods

Harvey and Liu (2020) note that the relative costs of Type I and Type Il error depend upon the issue being studied,
and they propose a method for measuring and making efficient trade-offs of Type I and Type II error.
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Figure 4

Random hypotheses that survive robustness checks

The percentage of randomly generated hypotheses that can be shown significant with at least one combination
of 10 binary methodological decisions when increasing numbers of robustness checks are required. Based on
Compustat data from 1963 to 2018. The figure combines results for all categories of regressions (profitability,
value, leverage, investment, payout, cash).

on all 65 variables. The intent of these tests is not to support or discredit any
particular finding, because I am painting a broad picture of overall robustness,
ignoring nuances in theories or identification that could be important when
testing an individual variable.

Table 10 lists the 65 proposed determinants of leverage, a reference for each
variable, the expected sign on each variable, and the percentage of specifications
that are robust for each variable. In some cases, the variable tested is exactly
the same as the one tested in the referenced paper, and in other cases it
is an updated version of the variable or a similar variable from a different
dataset. Table 10 shows that only one proposed determinant is robust across all
specifications—a dummy variable indicating whether a firm has a bond rating.
Only six other determinants are robust in 90% or more of the specifications.
The average percentage of robust specifications across all 65 determinants is
43%, so the typical proposed determinant has hundreds (or thousands, if more
methodological combinations were considered) of robust specifications even
while it has hundreds (or thousands) of non-robust specifications. Table 10
suggests that completely robust explanatory variables are few and far between,
and that researchers should spend more time evaluating why variables are robust
in some situations and not in others, and less time defending the robustness of
a variable.

A second drawback of robustness checks is that, despite the fact that they
have been used regularly for decades, they have not resolved the problem of
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selective reporting of statistically significant results. Christensen and Miguel
(2018) note,

The greater use of extra robustness checks in applied economics
is designed to limit the extent of specification search, ... but it is
unclear how effective these changes are in reducing bias in practice.
... [TThe analysis of 641 articles from three top economics journals
in recent years presented in Brodeur et al. (2016) still shows a
disturbing two-humped distribution of p-values, with relatively
few p-values between 0.10 and 0.25 and far more just below 0.05.

Kim and Ji (2015) and Morey and Yadav (2018) report similar findings for
finance journals.

A third concern with robustness checks is that they are not very systematic.
A researcher cannot test every possible methodological combination, so the set
of robustness checks that the researcher reports could, either intentionally or
unintentionally, present a skewed picture of the robustness of a variable. The
review process helps ensure that researchers do not miss performing important
robustness checks. Too often, however, articles discuss only the robustness
checks that confirm the reported result.

3.2 Specification checks

Another type of approach that has been proposed to address methodological
variation is to report the entire range of possible outcomes resulting from
different combinations of methods.?* Brodeur, Cook, and Heyes (2020b) refer
to this type of analysis as a “specification check,” and their procedure consists
of performing regressions with all possible combinations of methods, reporting
in graphical form the distribution of results obtained.

As an example of how these tests can be applied to a corporate finance
setting, I perform specification checks for some of the determinants of
capital structure listed in Table 10. I select three examples that illustrate
different patterns of robustness that can be revealed by specification checks.
For each of the three proposed determinants, I plot histograms of the -
statistics from all of the specifications tested in Table 10. These histograms
are reported in Figure 5. The first variable tested is stock illiquidity,
which is hypothesized to be positively associated with leverage, as in
Fang, Now, and Tice (2009). Panel A shows that stock illiquidity is a highly
robust determinant of leverage. The 7-statistics from all specifications are
positive, and only a small number (about 1%) are below the cutoff of 1.96.
The remainder of the specifications have ¢-statistics ranging from 1.96 to over
40. The next variable tested is analyst disagreement, which is hypothesized

See Leamer (1983), Leamer and Leonard (1983), Yan and Zheng (2017), Simonsohn, Simmons, and Nelson
(2020), and Brodeur, Cook, and Heyes (2020a).

564

220z fienuep gz uo Jasn uiwpy 100y Aleiqi] ABojouyos] % sousiog [euoneN Aq €001/ 19/.2S/Z/SE/e1onle/s1/woo dno olwapeoe//:sdiy Woll papeojumo(]



Methodological Variation in Empirical Corporate Finance

A Stock illiquidity
t=1.96

6 8 10

% of specifications
4

o
t-statistic
B Analyst disagreement
t=1.96
w
N
o
N
12
=
S
T
RS
=
o
13
Q
2o |
5=
ES
© -
o
0 30
t-statistic
(] Unemployment insurance generosity
t=-1.96 t=1.96
- L

% of specifications
10

5

0
t-statistic

Figure 5

The distribution of t-statistics for proposed determinants of leverage

For each determinant, 512 methodological combinations are tested. In all three panels the explanatory variable is
hypothesized to be a positive determinant of leverage. Vertical lines denote cutoffs for the 5% level of statistical
significance.

565

220z Aenuep gz uo Jasn ulwpy 100y Ateiqi ABojouyoa ] g aoualog |euoneN Aq €001 /21 9/22G/2/SE/e10nue/sH/wod dno olwapeoe//:sdiy woli papeojumo(



The Review of Financial Studies /v 35 n 2 2022

to be positively associated with leverage, as in Dittmar and Thakor (2007).
Panel B shows that analyst disagreement is a somewhat robust determinant
of leverage. Some of the specifications result in negative #-statistics, and a
fairly large percentage of ¢-statistics (over 30%) fall below the cutoff of 1.96.
Still, hundreds of specifications have ¢-statistics ranging from 1.96 to over
30. The next variable tested is unemployment insurance generosity, which is
hypothesized to be positively associated with leverage, as in Agrawal and Matsa
(2013). Panel C shows that tests of unemployment insurance generosity result
in a bimodal distribution of 7-statistics. Most of the specifications result in #-
statistics that are significant at the 5% level, but the percentage of specifications
with positive significance is about the same as the percentage of specifications
with negative significance. With a variable like this, a researcher could arrive
at opposite conclusions about the direction of an effect depending on the
methodological decisions made during the analysis.

An advantage of specification checks is that they graphically show the impact
on statistical significance from changing many different methods at the same
time, whereas robustness checks typically report results from changing one
method at a time. Specification checks can be expanded to test as many different
methodological combinations as desired. A drawback of specification checks
is that the set of decisions to test is still determined at the discretion of the
researcher, who could include only the methods that support a hypothesis, either
intentionally or unintentionally. Nevertheless, in comparison to robustness
checks, specification checks are a more systematic and comprehensive way
to evaluate the validity of a result.

3.3 Economic significance

One important way for researchers to deal with the negative effects of
methodological variation is to place less emphasis on statistical significance
and greater emphasis on economic significance (De Long and Lang 1992;
McCloskey and Ziliak 1996). Although it is well known that statistical
significance does not measure practical importance, discussions of economic
significance often take a back seat to discussions of statistical significance,
perhaps because statistical significance is easier to measure, or because
standardized thresholds for statistical significance make it easier to demonstrate
significant results. Yet economic significance is ultimately the more relevant
measure; we want to know not only whether an effect is statistically detectable,
but how much of an impact it has on the real world. Additionally, Mitton
(2021) shows that measures of economic significance are more immune to
methodological variation than measures of statistical significance. So focusing
on economic significance not only emphasizes the more relevant measure, but
also weakens incentives for publication bias and p-hacking.

3.4 Other remedies
A few other recommendations for mitigating the negative effects of
methodological variation have been suggested in the literature (see especially
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Harvey (2017) and Ioannidis (2008)). First, researchers should transparently
report all tests conducted over the course of their study, not just those that
support the hypothesis being tested. Second, researchers should outline a
research framework (including decisions on methodology) before looking at
the data. Third, researchers should make public the data (when possible) and
code used in generating their results (see Harvey (2019)).

A final recommendation is for researchers to make an effort to adjust for
multiple testing. A test with multiple acceptable methodologies should ideally
be treated as a multiple test, with statistical corrections like those required
when dealing with multiple hypotheses or multiple comparisons (Gelman and
Loken 2014). Harvey, Liu, and Saretto (2020) discuss alternative approaches
to adjust for multiple testing in finance research. Unfortunately, although it
is clear that thresholds for significance need to be more strict, knowing how
to adjust thresholds for multiple methodologies is especially difficult due to
ambiguity in how to account for almost endless permutations of methods.
Indeed, partly for this reason, Simmons, Nelson, and Simonsohn (2011) argue
that such adjustments are impractical.

4. Conclusion

With the abundance of research being produced in empirical corporate finance,
it is essential to be able to determine which findings are truly important.
The results of this paper show that statistical significance is not sufficient
to establish that an empirical result is important. Aside from the fact that
statistical significance does not measure practical importance, my tests show
that statistically significant coefficients can often be produced by varying
the empirical methodology on different dimensions. Thus, although the wide
variety of methodologies gives researchers the flexibility to tailor empirical
tests to closely match theories being tested, it can also enable p-hacking
and publication bias. It is uncertain to what extent p-hacking occurs in the
profession, but publication bias is well documented, and that alone is sufficient
for methodological flexibility to create problems for statistical inference.

My analysis points to several remedies to mitigate the negative effects of
methodological variation. Researchers should employ robustness checks, while
striking a balance of applying them thoroughly but not excessively. Researchers
should recognize that very few findings are robust on all dimensions, and
spend more time understanding why results are fragile on certain dimensions,
rather than simply defending the robustness of a result. Researchers should use
specification checks as a more comprehensive and systematic way of evaluating
the stability of a result. Additionally, researchers should focus more on the
economic significance of results instead of statistical significance. By following
these recommendations, as well as the others discussed, researchers can help
avoid the distorted inferences that can arise from methodological variation.
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Appendix

Table A.1
Variable definitions

Variable

Definition

Return on assets (1)

Return on assets (2)
Return on equity
Tobin’s q (1)

Tobin’s q (2)

Market-to-book
Book leverage

Long-term debt ratio
Market leverage

Capital expenditures/assets
R&D/assets

Capital expenditures/capital

Dividends/assets
Repurchases/assets
Dividend yield
Cash/assets (1)
Cash/assets (2)
Cash/net assets
Total assets

Sales

Market equity

Asset tangibility

Firm age

Annual earnings before interest, taxes, depreciation, and amortization
(EBITDA) divided by total assets (AT)

Net income (NI) divided by total assets (AT)

Annual net income (NI) divided by total common equity (CEQ)

Total assets (AT) less total common equity (CEQ) plus market equity,
all divided by total assets

Total assets (AT) less total common equity (CEQ) plus market equity
less deferred taxes (TXDB), all divided by total assets

Market equity divided by total common equity (CEQ)

Long-term debt (DLTT) plus debt in current liabilities (DLC), all
divided by total assets (AT)

Long-term debt (DLTT) divided by total assets (AT)

Long-term debt (DLTT) plus debt in current liabilities (DLC), all
divided by the sum of long-term debt, debt in current liabilities, and
market equity

Total annual capital expenditures (CAPX) divided by total assets (AT)

Total annual research and development (XRD) divided by end-of-year
total assets (AT), times 100

Total annual capital expenditures (CAPX) divided by net property,
plant, and equipment (PPENT)

Annual common/ordinary dividends (DVC) divided by total assets (AT)

Annual repurchases (PRSTKC) divided by total assets (AT)

Annual common/ordinary dividends (DVC) divided by market equity

Cash and short-term investments (CHE) divided by total assets (AT)

Cash (CH) divided by total assets (AT)

Cash and short-term investments (CHE) divided by net assets (AT-CHE)

Total assets (AT) in $ millions

Total annual sales (SALE) in $ millions

End-of-calendar-year stock price (PRCC_C) times end-of-year shares
outstanding (CSHO), in $ millions

Net property, plant, and equipment (PPENT) divided by total assets
(AT)

One plus the current year minus the first year for which Compustat has
data for the firm

The table reports definitions of Compustat variables used in the empirical analysis. Compustat mnemonics are
indicated in parentheses. Nonpositive values of AT, CSHO, PRCC_C, and SALE are deleted; negative values of
CAPX, CH, CHE, DLTT, DLC, DVC, PPENT, PRSTKC, TXDB, and XRD are deleted. Missing values of XRD
are replaced with zero. Balance sheet items are end-of-year values in all cases.
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Table A.2
Summary statistics
Category Variable Mean Minimum Median Maximum Std. Dev. N
Profitability ~ Return on assets (1) —0.05 —4.85 0.09 0.43 0.64 394,538
Return on assets (2) —0.16 —6.37 0.02 0.36 0.80 402,707
Return on equity —-0.12 —6.11 0.09 1.02 0.86 364,235
Value Tobin’s q (1) 2.58 0.47 1.25 46.32 5.48 348,857
Tobin’s q (2) 2.71 0.45 1.26 51.60 6.09 324,315
Market-to-book 3.00 0.18 1.57 38.45 5.07 324,481
Leverage Book leverage 0.30 0.00 0.22 3.01 0.40 399,463
Long-term debt ratio 0.19 0.00 0.12 1.11 022 401,668
Market leverage 0.28 0.00 0.22 0.95 0.27 348,954
Investment  Capital expenditures/assets 0.06 0.00 0.04 0.45 0.08 377,106
R&D/assets 0.04 0.00 0.00 0.78 0.11 403,735
Capital expenditures/capital ~ 0.26 0.00 0.20 1.09 0.23 356,673
Payout Dividends/assets 0.01 0.00 0.00 0.15 0.02 400,257
Repurchases/assets 0.01 0.00 0.00 0.19 0.03 341,777
Dividend yield 0.02 0.00 0.00 0.15 0.03 352,373
Cash Cash/assets (1) 0.16 0.00 0.07 0.95 0.21 400,665
Cash/assets (2) 0.11 0.00 0.04 0.90 0.17 355,575
Cash/net assets 0.51 0.00 0.07 14.07 1.75 399,586
Firm size log(Total assets) 4.77 —1.92 4.71 11.21 2.69 403,768
log(Sales) 4.44 —2.88 4.47 10.36 2.63 383,987
log(Market value) 4.51 —-0.92 4.41 10.51 2.40 390,174
Other Asset tangibility 0.30 0.00 0.22 0.94 0.27 396,762
Firm age 13.17 2.00 9.00 55.00 11.39 456,444

The table reports summary statistics of variables used in the empirical analysis. Variable definitions are provided
in Appendix Table Al. All data come from the Compustat database and are for the years 1963 to 2018. Statistics
reported are calculated after winsorization of the data at the 1st/99th percentiles.
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